
Because friction or head losses increase 
exponentially (to the power of 2 with the 
Darcy-Weisbach friction equation and to the 
power of 1.85 in the Hazen-Williams equation), 
higher flows intensify such losses, resulting in 
a pronounced lowering of the hydraulic grade 
line (HGL). With the HGL lowered, modeling 

results are 
more sensitive 
to roughness 
coefficients, 
which, in turn, 
allows for ease 
and accuracy 
in determining  
roughness 
coefficients.

The model 
is applied 
to flow and 
operational 
conditions 
experienced 
during a fire-
flow test; 

the pressures or HGL observed in the field are 
compared to the model results. If significant 

differences are found between 
the model and field results, 
adjustments are made in 
model parameters to reduce 
the differences or “calibrate” 
the model. Adjustments are 
typically made in the roughness 
coefficient (e.g., Hazen-Williams 
C factor), demands, or shutoff 

valve positions. They can be made manually 
through trial and error or through automated 
optimization programs that systematically 
examine a wide range of coefficients and choose  
the combination that best fits the observed  
field data.

In most traditional fire-flow tests, water is 
released from a single hydrant and pressure 
is measured at another hydrant. If the single 
hydrant does not sufficiently stress the system 
(i.e., produce enough head loss) additional 
hydrants can be opened simultaneously to 
further lower the HGL. Also, pressure and 
HGL measurements can be made at additional 
hydrants to provide more data for use in the 
calibration process. However, opening more 
hydrants and making more measurements 
usually require more personnel or a longer  
time between tests so crews can travel to the  
next hydrant.

Alternative Approach to Flow Testing

An alternative approach for conducting a  
fire-flow test was developed as part of an ongoing 
study at the US Marine Corps Base Camp 
Lejeune, N.C. The enhanced test procedure was 
developed to improve labor efficiency associated 
with conducting fire-flow tests and to collect 
additional data for calibration purposes. 

Continuously recording pressure gauges 
(Figure 1) were installed at up to six hydrants 
in the test area. These gauges were set to record 
a pressure measurement at 1-min intervals. 
Pitot gauges were also installed on two hydrants 
designated as flow hydrants. An integrated Pitot 
tube and wire-cage diffuser was used to measure 
and control the discharge from the hydrant 

Figure 1. Hydrants 
were equipped with an 
analog pressure gauge 
(left) and a continuous 
recording pressure 
(digital) logger (right).

Calibrating Distribution 
System Models with 
Fire-Flow Tests

by Walter M. Grayman, Morris L. Maslia, and Jason B. Sautner

Fire-flow tests, a widely used method for estimating the 

available fire flow from hydrants, are also frequently used 

in the calibration process for a hydraulic water-distribution 

system model to determine roughness coefficients and to 

find closed valves. The process is straightforward: A hydrant 

is opened and water is released to increase flows in the 

distribution system in the vicinity of the hydrant. 

Walter M. Grayman is a  
consulting engineer in Cincinnati. 
Morris L. Maslia is a research 
environmental engineer for the 
Agency for Toxic Substances and 
Disease Registry in Atlanta.  
Jason B. Sautner is an environmental 
health scientist with the same agency.

Table 1.  Sample results from fire-flow test. Q1 and Q2 
refer to the discharge from the two hydrants that are 
being flowed. P00, P01, P02, and P03 refer to the pressure 
measurements at the four hydrants.

Q1 Q2 P00 P01 P02 P03

Starting static case 0 0 53.1 50.7 56.2 52.6

Hydrant 1 flowed 773 0 41.4 37.3 46.8 42.9

Hydrant 1 and 2 flowed 631 579 29.7 24.5 36.5 32.7

Hydrant 2 flowed 0 747 43.9 40.7 48.1 44.1

Ending static case 0 0 53.5 51.2 56.5 52.9

Test Condition
Flow, gpm Pressure, psi
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(Figure 2). At the hydrant nearest to  
the flowing hydrants, an analog pressure 
gauge was installed in addition to the 
continuous-recording pressure logger 
so that the pressure drop could be 
visually monitored to be sure it dropped 
sufficiently, but not below 20 psi.

During the test, five different flow 
conditions were studied, each for a 
period of 3 to 4 min:

	 Static conditions (no water  
flowed from hydrants)

	 Water flowed from hydrant  
number 1 (Q1)

	 Water flowed from hydrant numbers 
1 and 2 (Q1 and Q2) simultaneously

	 Water flowed from hydrant  
number 2 (Q2)

	 Static conditions (no water flowed) 

The last condition is a repeat of the 
first condition and is used to ensure 
the system returns to the conditions 
obtained before the test was started. Q1 
and Q2 refer to the discharge from the 

two hydrants that are being flowed.

Test Results

Fire-flow tests were performed 
at eight sites. Figure 3 (on page 12) 
shows the location of the four pressure 
gauges and two tested hydrants for the 

simultaneous test at one of the sites. 
The pressure gauges were placed on 
four hydrants upstream of the two 
hydrants being flowed. Based on the 1-
min pressure data readings (Figure 4), an 

continued on page 12

Figure 2. An integrated Pitot gauge and a wire-cage diffuser were installed on two 
flow hydrants.
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average pressure during each of the 
five stages of the test was computed; 
starting and ending static conditions 
for all pressure recording hydrants were 
within ± 0.5 psi (Table 1 on page 10). 
Slight variations were made at some 

of the test locations in terms of the 
number of pressure gauges that were 
installed or other minor variations in 
the protocol.

The total time to conduct this 
compound fire-flow test was generally 

less than one hour, including 
installation of equipment (Pitot 
and pressure gauges), running the 
test under the five conditions, and 
disassembling the equipment. A crew 
of three people can safely and quickly 
perform this procedure. Typically, 
one person is stationed at each of the 
flowing hydrants, and the third person 
reads the analog pressure gauge at a 
nearby hydrant. The method can be 
expanded if additional Pitot gauges  
and pressure loggers are available.

Summary
The use of continuous-recording 

pressure loggers and simultaneously 
releasing water from multiple hydrants 
proved to be an effective and efficient 
method for conducting flow tests. 
When compared to normal protocols 
for conducting flow tests, this procedure 
can be accomplished by smaller crews 
and performed faster, and can result in 
more data that could be used for model 
calibration. The cost of the equipment 
is relatively inexpensive, rendering this 
methodology quite feasible with even a 
limited budget. 

Disclaimer: The findings and 
conclusions in this article are those of the 
authors and do not necessarily represent  
the views of the Agency for Toxic  
Substances and Disease Registry.
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Figure 4. Hydrant pressure data and flow conditions were 
recorded during the fire-flow tests.

Figure 3. A schematic diagram shows the location of pressure 
gauges (P00, P01, P02, and P03) and flow hydrants (Q1 and Q2).
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CHAPTER 14
CALIBRATION OF HYDRAULIC

NETWORK MODELS

Lindell E. Ormsbee and Srinivasa Lingireddy
Department of Civil Engineering

University of Kentucky,
Lexington, KY

14.1 INTRODUCTION

Computer models for analyzing and designing water distribution systems have been
available since the mid-1960s. Since then, however, many advances have been made with
regard to the sophistication and application of this technology. A primary reason for the
growth and use of computer models has been the availability and widespread use of
the microcomputer. With the advent of this technology, water utilities and engineers have
been able to analyze the status and operations of the existing system as well as to inves-
tigate the impacts of proposed changes (Ormsbee and Chase, 1988). The validity of these
models, however, depends largely on the accuracy of the input data.

14.1.1 Network Characterization

Before an actual water distribution system can be modeled or simulated with a computer
program, the physical system must be represented in a form that can be analyzed by a
computer. This normally requires that the water distribution system first be represented by
using node-link characterization (Fig. 14.1). In this case, the links represent individual
pipe sections and the nodes represent points in the system where two or more pipes (links)
join together or where water is being input or withdrawn from the system.

14.1.2 Network Data Requirements

Data associated with each link will include a pipe identification number, pipe length, pipe
diameter, and pipe roughness. Data associated with each junction node will include a
junction identification number, junction elevation, and junction demand. Although it is



FIGURE 14.1 Node-link characterization.

recognized that water leaves the system in a time-varying fashion through various service
connections along the length of a pipe segment, it is generally acceptable in modeling to
lump half the demands along a line to the upstream node and the other half of the demands
to the downstream node as shown in Fig. 14.2.

In addition to the network pipe and node data, physical data for use in describing all
tanks, reservoirs, pumps, and valves also must be obtained. Physical data for all tanks and
reservoirs normally includes information on tank geometry as well as the initial water
levels. Physical data for all pumps normally include either the value of the average useful
horsepower or data for use in describing the pump flow/head characteristics curve. Once
this necessary data for the network model has been obtained, the data should be entered
into the computer in a format compatible with the selected computer model.

Node
Number

Link
Number

Junction

Pipe Junction

Distributed Demands

Midpoint

Service Connections

Aggregated Demands

FIGURE 14.2 Demand load simplification.



14.1.3 Model Parameters

Once the data for the computer network model has been assembled and encoded, the asso-
ciated model parameters should then be determined before actual application of the
model. In general, the primary parameters associated with a hydraulic network model include
pipe roughness and nodal demands. Because obtaining economic and reliable measurements
of both parameters is difficult, final model values are normally determined through the
process of model calibration. Model calibration involves the adjustment of the primary
network model parameters (i.e., pipe roughness coefficients and nodal demands) until the
model results closely approximate actual observed conditions, as measured from field data.
In general, a network-model calibration effort should encompass the following seven basic
steps (Fig. 3). Each step is discussed in detail in the following sections.

74.2 IDENTIFYTHEINTENDEDUSEOFTHEMODEL

Before calibrating a hydraulic network model, it is important to identify its intended use (e.g.,
pipe sizing for master planning, operational studies, design projects, rehabilitation studies,
water-quality studies) and the associated type of hydraulic analysis (steady-state versus
extended-period). Usually, the type of analysis is directly related to the intended use. For
example, water-quality and operational studies require an extended-period analysis, whereas
some planning or design studies can be performed using a study state analysis (Walski, 1995).
In the latter, the model predicts system pressures and flows at an instant in time under a
specific set of operating conditions and demands (e.g., average or maximum daily demands).
This is analogous to photographing the system at a specific point in time. In extended-period
analysis, the model predicts system pressures and flows over an extended period (typically 24
hours). This is analogous to developing a movie of the system's performance.

Both the intended use of the model and the associated type of analysis provide some
guidance about the type and quality of collected field data and the desired level of
agreement between observed and predicted flows and pressures (Walski, 1995). Models
for steady-state applications can be calibrated using multiple static flow and pressure
observations collected at different times of day under varying operating conditions. On the
other hand, models for extended-period applications require field data collected over an
extended period (e.g., 1.7 days).

In general, a higher level of model calibration is required for water-quality analysis or
an operational study than for a general planning study. For example, determining ground
evaluations using a topographic map may be adequate for one type of study, whereas
another type of study may require an actual field survey. This of course may depend on
the contour interval of the map used. Such considerations obviously influence the methods
used to collect the necessary model data and the subsequent calibration steps. For
example, if one is working in a fairly steep terrain (e.g. greater than 20 foot contour
intervals), one may decided to use a GPS unit for determining key elevations other than
simply interpolating between contours.

74.3 DETERMINEESTIMATESOFTHEMODEL
PARAMETERS

The second step in calibrating a hydraulic network model is to determine initial estimates
of the primary model parameters. Although most models will have some degree of
uncertainty associated with several model parameters, the two parameters that normally



have the greatest degree of uncertainty are the pipe roughness coefficients and the
demands to be assigned to each junction node.

14.3.1 Pipe Roughness Values

Initial estimates of pipe-roughness values can be obtained using average values in the
literature or values directly from field measurements. Various researchers and pipe manufac-
turers have developed tables that provide estimates of pipe roughness as a function of
various pipe characteristics, such as pipe material, pipe diameter, and pipe age (Lamont,
1981). One such typical table is shown in Table 14.1 (Wood, 1991). Although such tables
can be useful for new pipes, their specific applicability to older pipes decreases significantly
as the pipes age as a result of the effects of such factors as tuberculation, water chemistry,
and the like. As a result, initial estimates of pipe roughness for all pipes other than relatively
new ones normally should come directly from field testing. Even when new pipes are being
used, it is helpful to verify the roughness values in the field since the roughness coefficient
used in the model actually may represent a composite of several secondary factors such as
fitting losses and system skeletonization.

14.3.1.1 Chart the pipe roughness. A customized roughness nomograph for a particular
water distribution system can be developed using the process illustrated in Figs. 14.4.A-C
To obtain initial estimates of pipe roughness through field testing, it is best to divide the
water distribution system into homogeneous zones based on the age and material of
the associated pipes (Fig. 14.4A). Next, several pipes of different diameters should be tested

TABLE 14.1 Typical Hazen-William Pipe Roughness Factors

Pipe Material Age (years) Diameter C Factor

Cast iron New All sizes 130
5 >380 mm (15in) 120

>100mm(4in) 118
10 >600mm(24in) 113

>300mm(12m) 111
>100 mm (4in) 167

20 >600mm(24in) 100
>300 mm (12in) 96
>100 mm (4in) 89

30 >760 mm (30in) 90
>400 mm (16in) 87
>100 mm (4in) 75

40 >760 mm (30in) 83
>400 mm (16in) 80
>100 mm (4in) 64

Ductile iron New 140
Polyvinyl chloride Average 140
Asbestos cement Average 140
Wood stave Average 120



Identify the intended use of the model

Determine initial estimates of the model parameters
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FIGURE 14.3 Seven basic steps for network model
calibration.
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in each zone to obtain individual estimates of pipe roughness (Fig. 14.4B). Once a
customized roughness nomograph is constructed (Fig. 14.4C), it can be used to assign values
of pipe roughness for the rest of the pipes in the system.

14.3.1.2 Field test the pipe roughness. Pipe roughness values can be estimated in the
field by selecting a straight section of pipe that contains a minimum of three fire hydrants
(Figure 14.5A). When the line has been selected, pipe roughness can be estimated using
one of two methods (Walski, 1984): (1) the parallel-pipe method (Fig. 14.5B) or (2) the
two-hydrant method (Figure 14.5C). In each method, the length and diameter of the test
pipe are determined first. Next, the test pipe is isolated, and the flow and pressure drop are
measured either by using a differential-pressure gauge or two separate pressure gauges.
Pipe roughness can then be approximated by a direct application of either the Hazen-
Williams equation or the Darcy-Weisbach equation. In general, the parallel-pipe method

Pressure
Hydrant 1

Pressure
Hydrant 2

Flow
Hydrant

Pipe Length

Closed
ValveFlow Direction

FIGURE 14.5A Pipe roughness test configuration.

Pressure
Hydrant 1

Differential
Pressure Gage

Pressure
Hydrant 2

Flow
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Closed
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FIGURE 14.5B Parallel pipe method.
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Pressure
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Flow
Hydrant

Pressure
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Elevation 1 Elevation 2

Closed
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FIGURE 14.5C Two gage method.



is preferable for short runs and for determining minor losses around valves and fittings.
For long runs of pipe, the two-gage method is generally preferred. Also if the water in the
parallel pipe heats up or if a small leak accurs in the parallel line, it can lead to errors in
the associated headloss measurements (Walski, 1985).

Parallel-pipe method. The steps involved in the application of the parallel pipe
method are summarized as follows:

1. Measure the length of pipe between the two upstream hydrants (Lp) in meters.

2. Determine the diameter of the pipe (Dp) in millimeters. In general, this should simply be
the nominal diameter of the pipe. It is recognized that the actual diameter may differ from
this diameter because of variations in wall thickness or the buildup of tuberculation in
the pipe. However, the normal calibration practice is to incorporate the influences of
variations in pipe diameter via the roughness coefficient. It should be recognized,
however, that although such an approach should not significantly influence the
distribution of flow or headloss throughout the system, it may have a significant
influence on pipe velocity, which in turn could influence the results of a water-quality
analysis.

3. Connect the two upstream hydrants with a pair of parallel pipes, (typically a pair of fire
hoses) with a differential pressure device located in between (Figure 14.5B). The
differential pressure device can be a differential pressure gauge, an electronic transducer,
or a manometer. Walski (1984) recommended the use of an air-filled manometer because
of its simplicity, reliability, durability, and low cost. (Note: When connecting the two
hoses to the differential pressure device, make certain that there is no flow through the
hoses. If there is a leak in the hoses, the computed headloss for the pipe will be in error
by an amount equal to the headloss through the hose.)

4. Open both hydrants and check all connections to ensure there are no leaks in the
configuration.

5. Close the valve downstream of the last hydrant, then open the smaller nozzle on the flow
hydrant to generate a constant flow through the isolated section of pipe. Make certain
the discharge has reached equilibrium condition before taking flow and pressure
measurements.

6. Determine the discharge Qp (L/s) from the smaller nozzle in the downstream hydrant.
This is normally accomplished by measuring the discharge pressure Pd of the stream
leaving the hydrant nozzle using either a hand-held or nozzle-mounted pilot. Once the
discharge pressure Pd (in kPa) is determined, it can be converted to discharge (Qp)
using the following relationship:

CD2 P05

°'--^r
where Dn is the nozzle diameter in millimeters and Cd is the nozzle discharge
coefficient, which is a function of the type of nozzle (Fig. 14.6). (Note: When working
with larger mains, sometimes you can't get enough water out of the smaller nozzles to
get a good pressure drop. In such cases you may need to use the larger nozzle).

7. After calculating the discharge, determine the in-line flow velocity Vp (m/s) where

Vp = °P. (14.2)
(JtZV/4)2

8. After the flow through the hydrant has been determined, measure the pressure drop Dp

through the isolated section of pipe by reading the differential pressure gauge. Convert
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FIGURE 14.6 Hydrant nozzle discharge coefficients.

the measured pressure drop in units of meters (Hp) and divide by the pipe length Lp to
yield the hydraulic gradient or friction slope Sp:

Sp = ̂  (14.3)
LP

9. Once these four measured quantities have been obtained, the HazenWilliams roughness
factor (Cp) can then be determined using the HazenWilliams equation as follows:

C - 218V" (144)
^P n 0.63 <: 0.34 Ut.t;

p P

To calculate the actual pipe roughness e, it is necessary to calculate the friction
factor/using the Darcy-Weisbach equation as follows (Walski, 1984):

f— & P P (145)J 500 V>p
 u '

where g = gravitational acceleration constant (9.81m/s2).

Once the friction factor has been calculated, the Reynolds number (Re) must be
determined. Assuming a standard water temperature of 2O0C (680F), the Re is

Re = 993 VJ)9 (14.6)

When the friction factor/and the Re have been determined, they can be inserted
into the Colebrook-White formula to give the pipe roughness e (mm) as

« = 3.7/>,[«p(-1.16 Vf)-!^jL] (14.7)

Two-hydrant method. The two-hydrant method is basically identical to the parallel-
pipe method, with the exception that the pressure drop across the pipe is measured using
a pair of static pressure gauges (Fig. 14.5C). In this case, the total headloss through the
pipe is the difference between the hydraulic grades at both hydrants. To obtain
the hydraulic grade at each hydrant, the observed pressure head (m) must be added to the
elevation of the reference point (the hydrant nozzle). For the two-hydrant method, the
headloss through the test section Hp (m) can be calculated using the following equation:



H>= ̂ b? + (z> ~ zl) (14-8)

where P1 is the pressure reading at the upstream gauge (kPa), Z1 is the elevation of the
upstream gauge (m), P2 is the pressure reading at the downstream gauge (kPa), and Z2 is
the elevation of the downstream gauge (m).

The difference in elevation between the two gauges should generally be determined
using a transit or a level. As a result, one should make certain to select two upstream
hydrants that can be seen from a common point. This will minimize the number of turning
points required to determine the differences in elevation between the nozzles of the two
hydrants. As an alternative to the use of a differential survey, topographic maps can
sometimes be used to obtain estimates of hydrant elevations. However, topographic maps
usually should not be used to estimate the elevation differences unless the contour interval
is 1 m or less. One hydraulic alternative to measuring the elevations directly is to simply
measure the static pressure readings (kPa) at both hydrants before the test and convert the
observed pressure difference to the associated elevation difference (m) using the relations
Zl - Z2 = [P2(static) - Pl(static)]/9.81.

General suggestions. Hydrant pressures for use in pipe-roughness tests are normally
measured with a Bourdon tube gauge, which can be mounted to one of the hydrant's
discharge nozzles using a lightweight hydrant cap. Bourdon tube gauges come in various
grades (i.e., 2A, A, and B), depending on their relative measurement error. In most cases,
a grade A gauge (1 percent error) is sufficient for fire-flow tests. For maximum accuracy,
one should choose a gauge graded in 5-kPa (1-psi) increments, with a maximum reading
less than 20 percent above the expected maximum pressure (McEnroe et al., 1989).
In addition, it is a good idea to use pressure snubbers to eliminate the transient effects in
the pressure gauges. A pressure snubber is a small valve that is placed between the
pressure gauge and the hydrant cap which acts as a surge inhibitor (Walski, 1984).

Before conducting a pipe roughness test, it is always a good idea to make a visual
survey of the test area. When surveying the area, make certain that there is adequate
drainage away from the flow hydrant. In addition, make certain that you select a hydrant
nozzle that will not discharge into oncoming traffic. Also, when working with hydrants in
close proximity to traffic, it is a good idea to put up traffic signs and use traffic cones to
provide a measure of safety during the test. As a further safety precaution, ensure that all
personnel are wearing highly visible clothing. It also is a good idea to equip testing
personnel with radios or walkie-talkies to help coordinate the test.

While the methods outlined previously work fairly well with smaller lines (i.e. less
than 16in in diameter), their efficiency decreases as you deal with larger lines. Normally,
opening hydrants just doesn't generate enough flow for meaningful head-loss
determination. For such larger lines you typically have to run conduct the headloos tests
over very much longer runs of pipe and use either plant or pump station flow meters or
change in tank level to determine flow (Walski, 1999).

14.3.2 Distribution of Nodal Demands

The second major parameter determined in calibration analysis is the average demand
(steady-state analysis) or temporally varying demand (extended-period analysis) to be
assigned to each junction node. Initial average estimates of nodal demands can be obtained
by identifying a region of influence associated with each junction node, identifying the
types of demand units in the service area, and multiplying the number of each type by an
associated demand factor. Alternatively, the estimate can be obtained by identifying the
area associated with each type of land use in the service area, then multiplying the area of
each type by an associated demand factor. In either case, the sum of these products will
provide an estimate of the demand at the junction node.



14.3.2.1 Spatial distribution of demands. Initial estimates of nodal demands can be
developed using various approaches depending on the nature of the data each utility has
on file and how precise they want to be. One way to determine such demands is by
employing the following strategy.

1. Determine the total system demand for the day to be used in model calibration, (TD).
The total system demand may be obtained by performing a mass balance analysis for
the system by determining the net difference between the total volume of flow which
enters the system (from both pumping stations and tanks) and the total volume that
leaves the system (through pressure reducing valves (PRVs) and tanks).

2. Use meter records for the day and try to assign all major metered demands (e.g., MDj,
where j = junction node number) by distributing the observed demands among the
various junction nodes serving the metered area. The remaining demand will be
defined as the total residual demand (TRD) and can be obtained by subtracting the sum
of the metered demands from the total system demand:

TRD = TD-^ MD. (14.9)

3. Determine the demand service area associated with each junction node. The most
common method of influence delineation is to simply bisect each pipe connected to the
reference node, as shown in Fig. 14.7A.

4. Once the service areas associated with the remaining junction nodes have been
determined, an initial estimate of the demand at each node should be made. This can
be accomplished by identifying the number of different types of demand units within
the service area, then multiplying the number of each type by an associated demand
factor (Fig. 14.7B). Alternatively, the estimate can be obtained by identifying the area
associated with each different type of land use within the service area, then multiplying
the area of each type by an associated unit area demand factor (Fig. 14.7C). In either
case, the sum of these products will represent an estimate of the demand at the junction
node. Although in theory the first approach should be more accurate, the latter
approach can be expected to be more expedient. Estimates of unit demand factors are
normally available from various water resource handbooks (Cesario, 1995). Estimates
of unit area demand factors can normally be constructed for different land use
categories by weighted results from repeated applications of the unit demand
approach.

FIGURE 14.7A Delineation of
region of influence for node 2.



Type of Land Use Unit Demand Area Total Demand

(gpd/acre) (acres) (acres) (gpd)

a. metered residential 700 5 3500

b. garden apartament 600 4 2400

c. car wash 160,000 1 160000

FIGURE 14.7C Demand assignment using land use units.

5. Once an initial estimate of the demand has been obtained for each junction node J9

(IEDj), a revised estimated demand (REDj) can be obtained using the following
equation:

REDj = IEDj * TRD12 IEDj (14.10)

6. Finally, with the revised demands obtained for each junction node, the final
estimate of nodal demand can be achieved by adding together both the normalized
demand and the metered demand (assuming there is one) associated with each
junction node:

Type of Establishment Units Average Annual Maximum Daily

Demand (gpd/unit) Demand (gpd/unit)

a. metered residential gpcd 70.00 140.00

b. garden apartment gpd/unit 213.00 272.00

c. car wash gpd/ft2 4?78 KU

FIGURE 14.7B Demand assignment using individual units.



Dj = REDj + MDj (14.11)

14.3.2.2 Temporal distribution of demands. Time-varying estimates of model demands
for use in extended-period analysis can be made in one of two ways, depending on the
structure of the hydraulic model. Some models allow the user to subdivide the demands
at each junction node into different use categories, which can then be modified
separately over time using demand factors for water-use categories. Other models
require an aggregate-use category for each node. In the latter case, spatial-temporal
variations of nodal demands are obtained by lumping nodes of a given type into
separate groups, which can then be modified uniformly using nodal demand factors.
Initial estimates of either water-use category demand factors or nodal-demand factors
can be obtained by examining historical meter records for various water-use categories
and by performing incremental mass-balance calculations for the distribution system.
The resulting set of temporal demand factors can then be fine-tuned through sub-
sequent calibration of the model.

14.4 COLLECTCALIBRATIONDATA

After model parameters have been estimated, the accuracy of the model parameters can
be assessed. This is done by executing the computer model using the estimated parametric
values and observed boundary conditions and by comparing the model results with the
results from actual field observations. Data from fire-flow tests, pump-station flowmeter
readings, and tank telemetric data are used most commonly in such tests.

In collecting data for model calibration, it is very important to recognize the significant
impact of measurement errors. For example, with regard to calibrating pipe roughness, the
C factor may expressed as:

C = k(V + error)/(h + error)054 (14.12)

If the magnitude of V and h are on the same order of magnitude as the associated
measurement errors (for V and h) then the collected data will be essentially useless for
model calibration. That is to say, virtually any value of C will provide a "reasonable"
degree of model calibration (Walski, 1986). However, one can hardly expect a model to
accurately predict flows and pressures for a high stress situation (i.e. large flows and
velocities) if the model was calibrated using data from times when the velocities in the
pipes were less than the measurement error (e.g. less than 1 ft/s). The only way to
minimize this problem is to either insure that the measurement errors are reduced or the
velocity or headloss values are significantly greater than the associated measurement
error. This latter condition can normally be met either using data from fire flow tests or by
collecting flow or pressure reading during periods of high stress (e.g., peak hour demand
periods).

14.4.1 Fire-Row Tests

Fire-flow tests are useful for collecting both discharge and pressure data for use in cali-
brating hydraulic network models. Such tests are normally conducted using both
a normal pressure gauge (to measure both static and dynamic heads) and a pitot gauge
(to calculate discharge). In performing a fire-flow test, at least two separate hydrants
are selected for use in the data collection effort. One hydrant is identified as the pressure or



residual hydrant and the other hydrant is identified as the flow hydrant. The general steps for
performing a fire flow test can be summarized as follows (McEnroe et al., 1989):

1. Place a pressure gauge on the residual hydrant and measure the static pressure.

2. Determine which of the discharge hydrant's outlets can be flowed with the least
amount of adverse impact (flooding, traffic disruption, and so on).

3. Make certain that the discharge hydrant is initially closed to avoid injury.

4. Remove the hydrant cap from the nozzle of the discharge hydrant to be flowed.

5. Measure the inside diameter of the nozzle and determine the type of nozzle
(i.e, rounded, square edge, or protruding) to determine the appropriate discharge
coefficient. (Fig. 14.6).

6. Take the necessary steps to minimize erosion or the impact of traffic during the test.

7. Flow the hydrant briefly to flush sediment from the its lateral and barrel.

8. If using a clamp-on pitot tube, attach the tube to the nozzle to be flowed, then slowly
open the hydrant. If using a hand held pitot tube, slowly open the hydrant and then
place the pitot tube in the center of the discharge stream, being careful to align it dire-
ctly into the flow.

9. Once an equilibrium flow condition has been established, make simultaneous pressure
readings from both the pitot tube and the pressure gauge at the residual hydrant.

10. Once the readings are completed, close the discharge hydrant, remove the equipment
from both hydrants, and replace the hydrant caps.

To obtain sufficient data for an adequate model calibration, data from several fire flow
tests must to collect be collected. Before conducting each test, it also is important to
collect the associated system boundary condition data. This includes information on tank
levels, pump status, and so forth. To obtain an adequate model calibration, it is normally
desirable for the difference between the static and dynamic pressure readings measured
from the residual hydrant to be at least 35 kPa (5 psi), preferably with a drop of 140 kpa
(20 psi) (Walski, 199Oa). In the event that the discharge hydrant does not allow sufficient
discharge to cause such a drop, it may be necessary to identify, instrument, and open
additional discharge hydrants.

In some instances, it may also be beneficial to use more than one residual hydrant (one
near the flowed hydrant and one off the major main from the source). The information
gathered from such additional hydrants can sometimes be very useful in tracking down
closed valves (Walski, (1999).

14.4.2 Telemetric Data

In addition to static test data, data collected over an extended period (typically 24 h) can
be useful when calibrating network models. The most common type of data will include
flow-rate data, tank water-level data, and pressure data. Depending on the level of
instrumentation and telemetry associated with the system, much of the data may already
have been collected as part of the normal operations. For example, most systems collect
and record tank levels and average pump station discharges on an hourly basis. These data
are especially useful to verify the distribution of demands among the various junction
nodes. If such data are available, they should be checked for accuracy before using them
in the calibration effort. If such data are not readily available, the modeler may have to



install temporary pressure gauges or flowmeters to obtain the data. In the absence of
flowmeters in lines to tanks, inflow or discharge flow rates can be inferred from incre-
mental readings of the tank level.

14.4.3 Water-Quality Data

In recent years, both conservative and nonconservative constituents have been used as
tracers to determine the travel time through various parts of a water distribution system
(Cesario, et al., 1996; Grayman, 1998; Kennedy et al., 1991). The most common type of
tracer for such applications is fluoride. By controlling the injection rate at a source,
typically the water treatment plant, a pulse can be induced into the flow that can then be
monitored elsewhere in the system. The relative travel time from the source to the
sampling point can be determined. The measured travel time thus provides another data
point for use in calibrating a hydraulic network model.

Alternatively, the water distribution system can be modeled using a water-quality
model such as EPANET (Rossman, 1994). In this case, the water quality-model is used to
predict tracer concentrations at various points in the system. Since the result of all water-
quality results depend on the underlying hydraulic results, deviations between the
observed and predicted concentrations can thus provide a secondary means of evaluating
the adequacy of the underlying hydraulic model. For additional insights into water-quality
modeling and the use of such models in calibration, refer to Chap.9.

74.5 EVALUATE THE RESULTS OF THE MODEL

In using fire-flow data, the model is used to simulate the discharge from one or more fire
hydrants by assigning the observed hydrant flows as nodal demands within the model. The
flows and pressures predicted by the model are then compared with the corresponding
observed values in an attempt to assess the accuracy of the model. In using telemetric data,
the model is used to simulate the variation of tank water levels and system pressures by
simulating the operating conditions for the day over which the field data was collected.
The predicted tank water levels are then compared with the observed values in an attempt
to assess the model's accuracy. In using water-quality data, the travel times (or constituent
concentrations) are compared with model predictions in an attempt to assess the model's
accuracy.

The accuracy of the model can be evaluated using a variety of criteria. The most common
criterion is absolute pressure difference (normally measured in psi) or relative pressure
difference (measured as the ratio of the absolute pressure difference to the average
pressure difference across the system). In most cases, a relative pressure difference
criterion is usually preferred. For extended-period simulations, comparisons are normally
made between the predicted and observed tank water levels. To a certain extent, the
desired level of model calibration will be related to the intended use of the model. For
example, a higher level of model calibration will normally be required for analysis of water
quality or an operational study rather than use of the model in a general planning study.
Ultimately, the model should be calibrated to the extent that the associated application
decisions will not be affected significantly. In the context of a design application, the model
should normally be calibrated to such an extent that the resulting design values (e.g., pipe
diameters and tank and pump sizes or locations) will be the same as if the exact parameter
values were used. Determining such thresholds often requires the application of model
sensitivity analysis (Walski, 1995).



Because of the issue of model application, deriving a single set of criteria for a univer-
sal model calibration is difficult. From the authors' perspective, a maximum deviation of
the state variable (i.e., pressure grade, water level, flow rate) of less than 10 percent is
generally satisfactory for most planning applications, whereas while a maximum
deviation of less than 5 percent is highly desirable for most design, operation, or water
quality applications. Although no such general set of criteria has been officially developed
for the United States, a set of "Performance Criteria" has been developed by the Sewers
and Water Mains Committee of the Water Authorities Association (1989) in the United
Kingdom. For steady-state models, the criteria are as follows:

1. Flows agree to 5 percent of measured flow when flows are more than 10 percent of
total demand, and to 10 percent of measured flow when flows are less than 10 percent
of total demand.

2. Pressures agree to 0.5 m (1.6 ft) or 5 percent of headloss for 85 percents of test
measurements, to 0.75m (2.31 ft) or 7.5 percent of headloss for 95 percent of test
measurements, and to 2 m (6.2 ft) or 15 percent of headloss for 100 percent of test
measurements.

For extended-period simulation, the criteria require that three separate steady-state
calibrations must be performed for different time periods and that the average volumetric
difference between measured and predicted reservoir storage must be within 5 percent.
Additional details can be obtained directly from the Water Authorities Asociation's report
(1989).

Deviations between the results of the model application and the field observations can be
caused by several factors, including (1) erroneous model parameters (e.g. pipe-roughness
values and nodal demand distribution), (2) erroneous network data (e.g. pipe-diameters or
lengths), (3) incorrect network geometry (e.g. pipes connected to the wrong nodes), (4)
incorrect pressure zone boundary definitions, (5) errors in boundary conditions (e.g. incorrect
PRV value settings, tank water levels, pump curves), (6) errors in historical operating records
(e.g. pumps starting and stopping at incorrect times), (7) measurement equipment errors (e.g.
pressure gauges not properly calibrated), and (8) measurement errors (e.g. reading the wrong
values from instruments). It is hoped that the last two sources of errors can be eliminated, or
minimized at least, by developing and implementing a careful data-collection effort.
Eliminating the remaining errors frequently requires the iterative application of the last three
steps of the model calibration process—macro-level calibration, sensitivity, and micro-level
calibration. Each of these steps is described in the following sections.

14.6 PERFORMAMACRO-LEVELCALIBRATION
OFTHEMODEL

In the event that one or more of the measured state variable values differ from the modeled
values by an amount that is deemed to be excessive (i.e., greater than 30 percent), the
cause of the difference is likely to extend beyond errors in the estimates for either the pipe-
roughness values or the nodal demands. Although such differences have many possible
causes, they may include (1) closed or partially closed valves, (2) inaccurate pump curves
or tank telemetry data, (3) incorrect pipe sizes (e.g., 6 in instead of 16 in), (4) incorrect
pipe lengths, (5) incorrect network geometry, and (6) incorrect pressure zone boundaries,
(Walski, 199Oa).

The only way to address such errors adequately is to review the data associated with
the model systematically to ensure the model's accuracy. In most cases, some data will be



less reliable than others. This observation provides a logical place to begin an attempt to
identify the problem. Model sensitivity analysis provides another means of identifying the
source of the discrepancy. For example, if one suspects that a valve is closed, this
assumption can be modeled by simply closing the line in the model and evaluating the
resulting pressures. Potential errors in pump curves can sometimes be minimized by
simulating the pumps with negative inflows set equal to observed pump discharges
(Cruickshank and Long, 1992). This of course assumes that the error in the observed flow
rates (and the induced head) are less that the errors introduced by using the pump curves.
In any case, only after the model results and the observed conditions are within some
reasonable degree of correlation (usually less than a 20 percent error) should the final step
of micro-level calibration be attempted.

74.7 PERFORMASENSITIVITYANALYSIS

Before attempting a micro-level calibration, it is helpful to perform a sensitivity analysis
of the model to identify the most likely source of model error. This analysis can be
accomplished by varying the different model parameters by different amounts, then
measuring the associated effect. For example, many current network models have as an
analysis option the capability to make multiple simulations in which global adjustment
factors can be applied to pipe-roughness values or nodal-demand values. By examining
such results, the user can begin to identify which parameters have the most significant
impact on the model results and thereby identify potential parameters for subsequent fine-
tuning through micro-level calibration.

14.8 PERFORM A MICRO-LEVEL CALIBRATION
OFTHEMODEL

After the model results and the field observations are in reasonable agreement, a micro-
level model calibration should be performed. As discussed previously, the two parameters
adjusted during this final calibration phase normally will include pipe roughness and
nodal demands. In many cases, it may be useful to break the micro calibration into two
separate steps: steady-state calibration, and extended-period calibration. In a steady-state
calibration, the model parameters are adjusted to match pressures and flow rates
associated with static observations. The normal source of such data is fire-flow tests. In
an extended-period calibration, the model parameters are adjusted to match time-varying
pressures and flows as well as tank water-level trajectories. In most cases the steady
state calibration is more sensitive to changes in pipe roughness, whereas the extended-
period calibration is more sensitive to changes in the distribution of demands. As a result,
one potential calibration strategy would be to fine-tune the pipe-roughness parameter
values using the results from fire-flow tests and then try to fine-tune the distribution of
demands using the flow-pressure-water level telemetric data.

Historically, most attempts at model calibration have typically used an empirical or a
trial-and-error approach. However, such an approach can be extremely time-consuming
and frustrating when dealing with most typical water systems. The level of frustration
will, of course, depend to some degree on the modeler's expertise, the size of the system,
and the quantity and quality of the field data. Some of the frustration can be minimized
by breaking complicated systems into smaller parts and calibrating the model parameters



using an incremental approach. Calibration of multitank systems can sometimes be
facilitated by collecting multiple data sets with all but one of the tanks closed (Cruicks-
hank and Long, 1992). In recent years, several researchers have proposed different
algorithms for use in automatically calibrating hydraulic network models. These
techniques have been based on the use of analytical equations (Walski, 1983), simulation
models (Boulos and Ormsbee, 1991; Gofman and Rodeh, 1981; Ormsbee and Wood,
1986; Rahal et al., 1980) and optimization methods (Coulbeck, 1984; Lansey and Basnet,
1991; Meredith, 1983; Ormsbee, 1989; and Ormsbee et al., 1992).

14.8.1 Analytical Approaches

In general, techniques based on analytical equations require significant simplification of
the network through skeletonization and the use of equivalent pipes. As a result, such
techniques may only get the user close to the correct results. Conversely, both simulation
and optimization approaches take advantage of using a complete model.

14.8.2 Simulation Approaches

Simulation techniques are based on the idea of solving for one or more calibration factors
through the addition of one or more network equations. The additional equation or
equations are used to define an additional observed boundary condition (such as fire-flow
discharge head). With the addition of an extra equation, an additional unknown can be
determined explicitly.

The primary disadvantage of simulation approaches is that they can handle only one
set of boundary conditions at a time. For example, in applying a simulation approach to a
system with three different sets of observations—all of which were obtained under
different boundary conditions (e. g.) different tank levels or pump statuses-three different
results can be expected. Attempts to obtain a single calibration result will require one of
two application strategies: a sequential approach or an average approach. In the sequential
approach, the system is subdivided into multiple zones, the number of which will
correspond to the number of sets of boundary conditions. In this case, the first set of
observations is used to obtain calibration factors for the first zone. These factors are then
fixed, another set of factors is determined for the second zone, and so on. In the average
approach, final calibration factors are obtained by averaging the calibration factors for
each individual calibration application.

14.8.3 Optimization Approaches

The primary alternative to the simulation approach is an optimization approach. When an
optimization approach is used, the calibration problem is formulated as a nonlinear
optimization problem consisting of a nonlinear objective function subject to both linear
and nonlinear equality and inequality constraints. Using standard mathematical notation,
the associated optimization problem can be expressed as follows:

Minimize z =/(X) (14.13)

Subject to

g(X) = O (14.14)



Lh < h (X) < Uh= O (14.15)

Lx < X < Ux (14.16)

where X is the vector of decision variables (e.g., pipe -roughness coefficients, nodal demands),

/(X) is the nonlinear objective function,

g(X) is a vector of implicit system constraints,

h(X) is a vector of implicit bound constraints, and

L and U are the vectors of lower and upper bounds respectively on the explicit system
constraints and the decision variables.

Normally, the objective function will be formulated in a way that minimizes the square
of the differences between observed and predicted values of pressures and flows.
Mathematically, this can be expressed as:

/(X) = a i (OPj - PP/ + bi=i (OQP - PQqY (14.17)

where OP} = the observed pressure at junction y, PP. = the predicted pressure at junction
J9 OQp = the observed flow in pipe p, PQp = the predicted flow in pipe p, and a and b are
normalization weights.

The implicit bound constraints on the problem may include both pressure-bound
constraints and flow rate-bound constraints. These constraints can be used to ensure that
the resulting calibration does not produce unrealistic pressures or flows as a result of the
model calibration process. For a given vector of junction pressures P these constraints can
be expressed mathematically as

L p < P < t / , (14.18)

Similarly, for a given vector of pipe flows Q, these constraints can be expressed as

L Q < Q < f / G (14.19)

The explicit bound constraints can be used to set limits on the explicit decision
variables of the calibration problem. Normally, these variables will include the rough-
ness coefficient of each pipe and the demands at each node. For a given vector of pipe-
roughness coefficients C, these constraints can be expressed as

Lc < C < Vc (14.20)

Similary, for a given vector of nodal demands D, these constraints can be expressed as

L0 < D < U0 (14.21)

The implicit system constraints include nodal conservation of mass and conservation
of energy. The nodal conservation of mass equation Fc (Q) requires that the sum of flows
into or out of any junction node n minus any external demand Dj must be equal to zero.
For each junction node 7, this may be expressed as

NJ
Fc (Q) = ̂  Qn-D1 = O (14.22)

ne{j}



where Nj = the number of pipes connected to junction node j and {/} is the set of pipes
connected to junction nodey.

The conservation of energy constraint F6(Q) requires that the sum of the line loss (HLn)
and the minor losses (HMn) over any path or loop k, minus any energy added to the liquid
by a pump (EPn), minus the difference in grade between two points of known energy
(DE1) is equal to zero. For any loop or path k, this may be expressed as

Nk

Fe (Q) =nj} (HLn + HMn - EPn) -DEk = 0 (14.23)

where Nk = the number of pipes associated with loop or path fc, and {&} is the set of pipes
associated with loop or path k. It should be emphasized that HLn, HMn, and EPn are all
nonlinear functions of the pipe discharge Q.

Although both the implicit and explicit bound constraints have traditionally been
incorporated directly into the nonlinear problem formulation, the implicit system
constraints have been handled using one of two different approaches. In the first approach,
the implicit system constraints are incorporated directly within the set of nonlinear
equations and are solved using normal nonlinear programming methods. In the second
approach, the equations are removed from the optimization problem and are evaluated
externally using mathematical simulation; Lansey and Basnet, 1991; Ormsbee, 1989).
Such an approach allows for a much smaller and more tractable optimization problem
because both sets of implicit equations (which constitute linear and nonlinear equality
constraints to the original problem) can now be satisfied much more efficiently using an
external simulation model (Fig. 14.7). The basic idea behind the approach is to use an
implicit optimization algorithm to generate a vector of decision variables, which are then
passed to a lower-level simulation model for use in evaluating all implicit system
constraints. Feedback from the simulation model will include numerical values for use in
identifying the status of each constraint as well as numerical results for use in evaluating
the associated objective function.

Regardless of which approach is chosen, the resulting mathematical formulation must
then be solved using some type of nonlinear optimization method. In general, three
different approaches have been proposed and used: (1) gradient-based methods, (2)
pattern-search methods, and (3) genetic optimization methods.

Gradient-based methods require either first or second derivative information to produce
improvements in the objective function. Traditionally, constraints are handled using either a
penalty method or the Lagrange multiplier method (Edgar and Himmelblau, 1988). Pattern
search methods employ a nonlinear heuristic that uses objective function values only to
determine a sequential path through the region of search (Ormsbee, 1986, Ormsbee and
Lingireddy, 1995). In general, when the objective function can be differentiated explicitly
with respect to the decision variables, the gradient methods are preferable to search methods.
When the objective function is not an explicit function of the decision variables, as normally
is the case with the current problem, then the relative advantage is not as great, although the
required gradient information can still be determined numerically.

Recently, several researchers have begun to investigate the use of genetic optimization
to solve such complex nonlinear optimization problems (Lingireddy and Ormsbee, 1998;
Lingireddy et.al., 1995; Savic and Walters, 1995). Genetic optimization offers a signi-
ficant advantage over more traditional optimization approaches because it attempts to
obtain an optimal solution by continuing to evaluate multiple solution vectors simul-
taneously (Goldberg, 1989). In addition, genetic optimization methods do not require
gradient information. Finally, because these methods use probabilistic transition rules as
opposed to deterministic rules, they have the advantage of insuring a robust solution
methodology.



FIGURE 14.8 Bi-level computational framework.

Genetic optimization begins with ah initial population of randomly generated decision
vectors. For an application to network calibration, each decision vector could consist of a
subset of pipe-roughness coefficients, nodal demands, and so on. The final population of
decision vectors is then determined through an iterative solution method that uses three
sequential steps: evaluation, selection, and reproduction. The evaluation phase involves
determination of the value of a fitness function (objective function) for each element
(decision vector) in the current population. On the basis of these evaluations, the
algorithm then selects a subset of solutions for use in reproduction. The reproduction
phase of the algorithm involves the generation of new offspring (additional decision
vectors) using the selected pool of parent solutions. Reproduction is accomplished
through the process of crossover in which the numerical values of the new decision vector
are determined by selecting elements from two parent decision vectors. The viability of
the solutions thus generated is maintained by random mutations that occasionally are
introduced into the resulting vectors. The resulting algorithm is thus able to generate a
whole family of optimal solutions and thereby increase the probability of obtaining a
successful calibration of the model.

Although optimization in general and genetic optimization in particular offer very
powerful algorithms for use in calibrations a water distribution model, the user should
always recognize that the utility of the algorithms are very much dependent upon the
accuracy of the input data. Such algorithms can be susceptible to convergence problems
when the errors in the data are significant (e.g., headloss is on the same order of
magnitude as the error in headloss). In addition, because most network model calibration
problems are under-specified (i.e. roughness coefficients, junction demands) can give
reasonable pressures if the system is not reasonably stressed when the data are collected.

SIMULATION ALGORITHM

1. Satisfy Eq. 14.14

OPTIMIZATION ALGORITHM

1. Generate decision vector X which satisfies Eq. 14.16

2. Pass X to Simulation Algorithm

3. On return evaluate Eqs.14.13, and 14.15

4. Update X to satisfy Eq. 14.16

5. Check for convergence and stop, or go to 2 and continue.



14.9 FUTURETRENDS

With the advent and use of nonlinear optimization, it is possible to achieve some measure
of success in the area of micro-level calibration. Of course, the level of success will be
highly dependent upon the degree that the sources of macro-level calibration errors have
first been eliminated or at least significantly reduced. Although these sources of errors
may not be identified as readily with conventional optimization techniques, it may be
possible to develop prescriptive tools for these problems using expert system technology.
In this case, general calibration rules could be developed from an experiential database
that could be used by other modelers attempting to identify the most likely source of
model error for a given set of system characteristics and operating conditions. Such a
system also could be linked with a graphical interface and a network model to provide an
interactive environment for use in model calibration.

In recent years, there has been a growing advocacy for the use of both geographic
information systems (GIS) technology and Supervisor Control and Data Acquisition
(SCADA) system databases in model calibration. GIS technology provides an efficient
way to link customer's billing records with network model components for use in
assigning initial estimates of nodal demands (Basford and Sevier, 1995). Such technology
also provides a graphical environment for examining the network database for errors.
Among the more interesting possibilities with regard to network model calibration is the
development and implementation of an on-line network model through linkage of the
model with an on-line SCADA system. Such a configuration provides the possibility for
a continuing calibration effort in which the model is continually updated as additional data
are collected through the SCADA system (Schulte and Malm, 1993).
Finally, Bush and Uber (1998) have recently developed three sensitivity-based metrics to
rank potential sampling locations for use in model calibration. Although the documented
sampling application was small, the approach the authors developed provides a potential
basis for selecting improved sampling sites for improved model calibration. This area of
research is expected to see additional activity in future years.

74.70 SUMMARYANDCONCLUSION

Network model calibration should always be performed before any network-analysis
planning and design study is conducted. A seven-step methodology for network model
calibration has been proposed. Historically, one difficult step in the process has been the
final adjustment of pipe-roughness values and nodal demands through the process of micro-
level calibration. With the advent of recent computer technology it is now possible to achieve
good model calibration with a reasonable level of success. As a result, little justification
remains for failing to develop good calibrated network models before conducting a network
analysis. Future developments and applications of both GIS and SCADA technology as well
as optimal sampling algorithms should lead to even more efficient tools.
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Abstract 
 
Methods to automatically calibrate water distribution system models have been available for some time 
but it is very difficult to prove that any method is correct. Since at any one time the ability to know all the 
usage and flow conditions in a real system is impossible, obtaining all of the data needed in a real water 
distribution system to obtain an accurate and complete data set for model calibration is unrealistic.  To 
test the ability of automated calibration methods to predict the actual conditions in a water system a 
laboratory scale physical model of a water distribution system was constructed and an automated water 
distribution model calibration program, employing genetic algorithms, was used to calibrate the model of 
that system.  
 
The results indicated that the automated calibration methods worked well in estimating pipe roughness, 
demands and locating closed valves. More specifically, the automated calibration model exactly matched 
the measured flows and pressures in the system. It was able to identify whether a valve was closed and 
where the demands were located. If given sufficient data, it was able to identify pipe roughness. The only 
problems occurred when the number of unknowns greatly exceeded the number of measurements. The 
model worked equally well regardless of whether the head loss equation used was the Hazen-Williams, 
Darcy-Weisbach or Manning equation. In all, automated calibration was successful. 
 
The paper describes how the lab data were collected, and how the calibration program matched the lab 
data and provides some suggestions for users of an automated water distribution calibration model. 
 
Keywords 
Water distribution modeling, calibration, genetic algorithm, optimal calibration, pipe roughness 
 
 
1.  BACKGROUND 
 
Water distribution models are frequently used both for design and operation by virtually all water utilities. 
The value of these models is directly related to how well the model represents the real water distribution 
system. Utilities improve the quality of their model through a process known as model calibration in 
which: 1. model results are compared with field measurement of system parameters and 2. the model is 
adjusted to better match the real system (Herrin, 1997; Walski, et al., 2003).  However, making the 
appropriate adjustments to the model is often difficult because there are so many parameters to be 
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adjusted.  It is often difficult to determine which parameter is causing the problem or if the problem 
actually lies with the field data (Walski, 1990).  Problems with calibration can be traced to a large number 
of sources including incorrect pipe roughness, inaccurate demands, incorrect valve status, and erroneous 
field data. 
 
Calibration has traditionally been a manual trial-and-error process where the modeler estimates the 
parameter adjustment that might bring the model into agreement with field data. These trials continue 
until the modeler is satisfied with calibration or cannot justify additional effort to further improve the 
model.  Ideally, this manual calibration process can be improved by having the computer take over much 
of the trial-and-error work in calibration.  Unfortunately it is difficult if not impossible to tell how well a 
model has been calibrated because it is nearly impossible to know the exact water consumption by each 
customer, the exact roughness for each pipe, or the correct setting of each valve at the time when the field 
measurements were obtained. Because the correct value of every parameter in a model is not known, it is 
impossible to know if any automated (or manual) calibration process is actually correct.  
 
In this study, a laboratory-scale physical model of a distribution system was constructed and an automated 
calibration model was used to determine the model input parameters. The values from the automated 
calibration model were compared with the measured values obtained from the lab model.  This paper 
discusses the literature on automated calibration, presents the Darwin Calibrator (the automated 
calibration program used in this study), describes the physical model constructed in a laboratory, and 
presents the results of the comparison between the physical model observations and the Darwin Calibrator 
results. 
 
1.1 Literature Review 
 
Model calibration has traditionally been a trial-and-error process. Because of the large number of 
potential unknowns, it is not possible to analytically solve all calibration parameters.  Early methods to 
calibrate models (Shamir and Howard, 1968; Walski, 1983; Ormsbee and Wood 1986, Bhave, 1988) often 
used an approach where the number of unknowns matches the number of observations so that an explicit 
solution could be determined. This required a great deal of judgment to determine how to group the 
unknowns.  This resulted in the use of models that could be erroneous if the assumptions used to group 
unknowns were invalid.  Therefore, some form of optimization needed to be used when calibrating 
models so that it was not necessary to solve a number of equations equal to the number of unknowns. 
Meredith (1983) produced the first optimization model for calibration which was based on linear 
programming. 
 
With the advance of computing technology and optimization techniques, more automated calibration 
methods were developed.  Most methods for automated calibration relied on optimization and fall under 
the general category of “parameter estimation”.  By using input values known as “state variables” such as 
measured flows and heads, the model can determine “control or decision variables” such as pipe 
roughness or demand. Ormsbee (1989) and Ormsbee and Chase (1988) applied optimization to calibrate 
models. Lansey and Basnet (1991) developed an optimization model which could match field 
observations but noted that sufficient quantities of high quality data were necessary to make it work well.  
This concurred with Walski’s observation (1986, 2000) that sufficient head loss is needed in the system 
for automated calibration to work, which was successfully illustrated in a sample system (Walski, 2001). 
Araujo and Lansey (1991) and Lansey et al. (2001) quantified how measurement errors propagated 
through the model calibration processes.  
 
Methods to evaluate and optimize model calibration vary widely.  Datta and Sridharan, (1994) and Reddy, 
Sridharan, and Rao (1996) used least squares methods to arrive at calibrated models.  Greco and Del 
Giudice (1999) used a “sensitivity matrix” to minimize the least squares difference between observed and 
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predicted values. Lingireddy and Ormsbee (1998) developed a method using neural networks for model 
calibration.  
 
Wang (1991) was the first to apply a genetic algorithm to the calibration of a conceptual hydrology 
model. Wu (1994) developed a genetic algorithm approach for automatic calibration of an integrated 
hydrology and hydrodynamic modeling system.   Savic and Walters (1995) developed a genetic algorithm 
method for water distribution model calibration. Genetic algorithm methods showed a great deal of 
promise in that they were robust and weren’t hampered by local minima.  Wu et al. (2002a) developed the 
Darwin Calibrator which used a competent genetic algorithm paradigm (Wu and Simpson 2001) which 
included the ability to identify correct values for demand and valve status as well as pipe roughness. 
 
Because it is not possible to accurately know the roughness of every pipe and demands at every node in a 
real water system, the methods described above could only be tested against hypothetical solutions (i.e. 
the “correct” solution was generated by a model). 
 
1.2 Calibration Using a Genetic Algorithm Program 
 
The Darwin Calibrator is the genetic algorithm program used in this study. It is an add-on program to 
WaterCAD and WaterGEMS programs (Haestad Methods, 2006).  The Darwin Calibrator uses a genetic 
algorithm approach developed by Wu and is described in papers by Wu et al. (2002a, 2002b). 
 
Once the user has constructed a model of a water distribution system, the user enters field data. The user 
then decides on which parameters could be adjusted to achieve calibration and any boundary conditions 
associated with the system at the time the data were collected.  Field data consists of flows and head 
(hydraulic grade line elevations) through the system. Boundary conditions refer to water levels in tanks 
and the operational status of pumps and valves. 
 
In any real system there can be hundreds or thousands of unknowns and only a relatively small number of 
field observations. Wu et al. (2002b) has observed that when the number of unknowns greatly exceeds the 
number of useful observations, there is little confidence in the calibration results. There are too many 
solutions that can match the observed flows and heads.  However, it is not likely that pipes with similar 
characteristics will have very different roughness values or nodes in a given area of the system will need 
large adjustments to achieve calibration. It is likely for automated calibration to be successful that pipes 
and nodes being adjusted be placed in “groups”. This reduces the size of the problem, makes it possible to 
find the optimal solution and avoids issues where several identical pipes would end up with very different 
roughness values because of small inaccuracies in field measurement. 
 
The correctness of the solutions obtained using genetic algorithms is quantified using what is called the 
“fitness” of the solutions. The fitness is based on the difference between observed and predicted values 
for the hydraulic grade line (HGL) and flow. There are typically three methods for calculating fitness: 
least squares, least absolute difference value, and least maximum error. The method used in this paper, 
unless otherwise stated, is least squares where the fitness is determined as 

 
2 2

mod obs mod obs
H Q

1 1F (H H ) (Q Q )
w w

= − + −∑ ∑  

 
where  F     = fitness 
           Hmod = model value for head, L 
           Hobs  = observed value for head, L 
           Qmod = model value for flow, L3/T 
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           Qobs  = observed value for flow, L3/T 
            wH  = weighting factor for head, L2/fitness unit 
            wQ  = weighting factor for flow, (L3/T)2/fitness unit 

 
Unless stated otherwise, the head weighting was 0.305 while the flow weighting was 0.631. 
 
One of the issues with genetic algorithm type searches is that there is some uncertainty as to when to stop 
the solver. Three general criteria are used to stop the run: 
 

1. Fitness within user specified tolerance: if the fitness is excellent, the solver is satisfied and stops. 
2. Maximum number of iterations: if the maximum number is exceeded, the best solution(s) found 

thus far is shown. 
3. Maximum number of non-improvement generations: if the solution stops improving after this 

number of generations, the solver cannot improve fitness and stops. 
 
For initial runs, the user is encouraged to set the tolerances high and the maximum iterations low to make 
the solver run faster, but for final runs, the user should set the tolerance very low and the maximums very 
high to get the best accuracy. 
 
 
2.  LABORATORY EXPERIMENTS 
 
Because it is not possible to know the exact flows and pipe properties in a real system, a laboratory model 
system was constructed in the Wilkes University (Wilkes-Barre, Pennsylvania) laboratory. The 
dimensions of the piping system are shown in Figure 1. The piping consisted of nominal 1-inch (25 mm) 
and 1½-inch (38 mm) PVC pipe with actual internal diameters of 1.044 and 1.609 inches (26.5 and 40.8 
mm) measured using a micrometer. Pipe sizes were selected to be small while still maintaining turbulent 
flow conditions during all experiments. Figure 2 shows a photograph of the actual pipe network with the 
manometer board in the center. 
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Figure 1. Schematic of original lab pipe network 
 
 

 
 

Figure 2. Pipe network used to generate data 
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The water in the system was supplied by a constant head tank. All water drained back to a sump and was 
recycled to the constant head tank. Three full port ball valves (in pipes P-4, P-7, and P-9) were initially 
included in the piping to make it possible to reconfigure the piping network from one run to the next and 
to test Darwin’s ability to find closed valves. 
 
There were five demand/monitoring nodes in the network. Each of these contained two T’s as shown in 
Figure 3. One tap (at the side of the pipe) corresponded to the water user and was a location where flow 
was measured by recording the time it took to fill a container of known volume. The other T (tap on top 
of the pipe) was connected to a central manometer board shown in Figure 4 where the hydraulic grade 
line elevation could be directly measured. 
 
 

 
 

Figure 3. Monitoring and water use node 
 
 

8th Annual Water Distribution Systems Analysis Symposium, Cincinnati, Ohio, USA, August 27-30, 2006

6



 
 

Figure 4. Manometer used to measure heads 
 
Several experimental runs of the lab model were conducted for all combinations of valve settings. In 
general six sets of measurements were taken for each condition and the average value was used for this 
analysis. Most runs were made with all of the outlets open although some runs were made with all but one 
of the outlets closed. All runs corresponded to steady state conditions so there were no unsteady flow or 
transient effects. 
 
 
3.  ANALYSIS 
 
Once the data were collected and the computer model of the system was constructed, the Darwin 
Calibrator was used to determine the calibration parameters. With data collected from the physical lab 
model, it was possible to set up numerous cases for which the Darwin Calibrator was tested.  In general, 
there were 14 pipe roughness values, five demands and three valve settings that could be determined (i.e. 
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22 decision variables). Depending on the run, these values were determined using information about the 
three valve settings, five HGL measurements, and five measured demands. In some cases, the valve status 
(open/closed) and demands were treated as either known or unknown.  In many of the runs, all of the 
pipes were placed in one group because all of the pipes should have the same internal characteristics. In 
other runs, 14 separate groups were set up to determine if Darwin would give similar results for each pipe. 
In still other runs, pipes were placed in groups depending on their location within the system. 
 
A large number of cases were set up and solved using the Darwin Calibrator.  The cases that provided the 
most insight into its performance for automated calibration are presented in the sections below.  As 
expected, the Darwin Calibrator did an excellent job in matching the measured HGL values (state 
variables). The root mean square error (RMSE) between observed and model HGL values is usually on 
the order of the precision of the readings. However, because of the under constrained nature of the 
calibration problem, it was more difficult to match the model parameters for roughness and demand 
(decision variables). This is especially evident in runs with large numbers of groups. 
 
The lab model differs from most distribution systems because the exact internal diameter is known. In 
real systems, the exact internal diameters are not known and nominal diameters are typically used. Only 
in small pipes is this difference really significant.  Minor losses can usually be ignored in real water 
distribution systems because they account for only a small portion of the total head loss.  However in this 
pipe network they could be significant and their impact was considered in some runs.  Finally, in real 
systems the velocity head changes are negligible. In this system, the use of the HGL instead of energy 
grade line may have introduced error in some specific cases.  The individual cases are presented in the 
sub-sections below. 
 
3.1 Determining Roughness  
  
The initial runs showed a range of results for the optimal value for C-factor. Because the pipes did not 
change between runs, this was less than ideal — one would expect a single correct C-factor. This 
indicated some nonuniformity in C-factors across the system and required some special work to account 
for this anomaly which distorted some otherwise good results. 
 
When the pipes were placed in 14 separate groups, the pipes around node J-1 (junction of P-2, P-9, and P-
20; see Figure 1) had lower C-factors. When the pipes were placed in a single group, runs with a higher 
flow had significantly lower C-factors. Plotting total flow from the reservoir vs. C as shown in Figure 5 
showed that runs with pipe P-9 with the valve open had lower C-factors. 
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Figure 5. C-factor based on varying status for pipe P-9 
 
This indicated that something odd was occurring in pipe P-9. Since this was a pipe with a valve in it and 
is from the 90-degree angle of the tee near vertical pipe from the supply tank, the supposition was that the 
valve was not opening completely or the minor losses due because of the tee are much higher than 
expected.  As a follow up to the initial testing, a fourth valve was place in the system in pipe P-3 and it 
was closed so that all of the flow from the source passed through pipe P-9.  In this case a calculated  C-
factor of 70 for P-9 and values on the order of 120 to 130 for all other pipes, supported the supposition 
that a minor loss is significant in P-9.  Because the high head loss in this pipe was needed to be accounted 
for, a minor loss coefficient was assigned to this pipe for all later runs. 
 
To determine the minor loss in P-9, a series of model runs were made with differing assigned minor loss 
K values for this pipe. A single system-wide C-factor was determined using all data sets. As shown in 
Figure 6, as K increased, the global C-factor had to increase to offset other losses. The fitness of the 
solution was at its best with a minor loss K of 4 and a C-factor of 141.  
 

8th Annual Water Distribution Systems Analysis Symposium, Cincinnati, Ohio, USA, August 27-30, 2006

9



135

136

137

138

139

140

141

142

143

144

145

0 2 4 6 8

Minor Loss K in P-9

C-
fa

ct
or

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Fi
tn

es
s

C
Fitness

 
 

Figure 6. Effect of minor loss K on roughness and fitness 
 
For the remaining runs a minor loss coefficient (K) value of 4 is used for P-9 unless otherwise noted. This 
value was required to account for the reduction from 38 to 25 mm (1.5 to 1 in.) with two right angle bends 
at the upstream end of P-9.  Minor losses were ignored in the other bends.  Based on these initial runs the 
“correct” value for the C-factor is 141 and other solutions will be judged with regard to how well they 
approach this value. 
 
3.2 Individual Pipes vs. Spatial Grouping 
 
In running an optimal calibration model it is tempting to set up a separate group for each pipe to allow the 
maximum flexibility in finding solutions. In this study there would be 14 groups.  Ideally, if the correct C-
factor is 141, all of the groups would end up with 141 as the predicted C-factor.  However, in runs with 
14 groups, while the Darwin Calibrator matched the heads exactly, there were many combinations of C-
factors that worked.  The program does not only save a single solution but can save many of the good 
solutions it determines ranked by the fitness value. The best solution and several representative solutions 
are shown in Table 1 below. The “solution number” refers to the rank of the solution based on the least-
squared fitness value. Solution 12 has the 12th best fitness of all considered. 
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Table 1.  C factors for several solutions 
Solution Number 1 5 8 12 

Fitness Value 0.00258 0.00296 0.00341 0.00407 
Pipe 2 145 144 144 144 
Pipe 3 152 151 152 150 
Pipe 4 151 180 150 152 
Pipe 5 180 147 180 180 
Pipe 6 154 180 114 172 
Pipe 7 115 180 175 175 
Pipe 8 146 119 140 117 
Pipe 9 103 116 100 116 

Pipe 10 138 147 135 180 
Pipe 11 112 113 110 112 
Pipe 12 156 175 152 180 
Pipe 13 123 125 164 101 
Pipe 19 141 157 180 180 
Pipe 20 131 132 130 130 

 
While each of the solutions in the table represent good solutions and the agreement between observed and 
predicted heads are on the order of the precision of measurement, the table shows that there are many 
good solutions, some of which have unusual values for the C-factor. However, the length weighted 
averages of the C-factor is near 141 for all cases.  
 
The reason for the range of C-factors is that there is no way to distinguish between pipe C-factors when 
there are no measurement of head between monitoring points. For example, pipes P-19, P-20 and P-2 are 
in series but there is no measurement between the pipes. Therefore, there are an infinite number of 
combinations of C-factor that will give the correct head at the end of those three pipes. The weighted 
average C-factor is near 141 but the software cannot distinguish between 141-131-145, 180-130-144 or 
141-141-141 for P-19, P-20, and P-2 respectfully.  The implication here in terms of modeling is that 
creating an excessive number of groups does not improve the solution if there is not sufficient data for an 
optimal calibrator to distinguish between the groups. Intelligent grouping is the key to using automated 
calibration models. 
 
One approach to create spatial groups has been to group pipes according to the monitoring point (or flow 
test). In this case pipes leading up to a monitoring point would be in one group, pipes between this 
monitor and another monitor would be the second group, etc.  The calibration process would be to 
determine the C-factor for the first group, then that value would be fixed and the C-factor for the second 
group would then be determined.  For the physical lab model, groups are shown in Figure 7 and are 
labeled Grp2, Grp9, Grp10 and Grp56 based on the monitoring point locations. Monitoring points 5 and 6 
were combined because there is very little head loss between the two points. 
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Figure 7. Spatial grouping of pipes 
 
In this example, all data collected was when all of the flow goes to the monitoring point. For example, for 
monitoring point 2, only data for the case where P-9 is closed is used. When each value for C-factor is 
determined incrementally, the values are shown in Table 2 below. 
 

Table 2.  Solution with four groups 
Group C-factor
Grp2 143 
Grp9 140 

Grp10 127 
Grp56 140 

 
This showed that it is possible to move through the system and solve for roughness one area at a time. 
With this approach, the run times are faster because the number of groups being adjusted is small. This is 
logical where pipes differ spatially. For instance, if older pipes are located in the south part of town, there 
is no sense in adjusting their roughness using flow tests from the north part of town.  
 
3.4 Effect of Using Discrete Increment Values 
 
In the genetic algorithm solver, the unknowns are not continuous variables but are discrete variables.  C-
factors such as 140, 141, 142, etc. are determined and values such as 141.3486 are not determined unless 
the increment was set to 0.0001, which would result in a prohibitively large set of possible solutions. To 
determine the effect of the increment size on the solutions the increment was set to 1, 2, 5 and 10.  Those 
solutions and the associated fitness values are shown in the Table 3 for the case with four spatial groups.  
For the case with an increment of 10, the range started at 60 (60, 70, etc.) for one run and 65 (65, 75, etc.) 
for the next. 
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Table 3.  C-factors determined using different values for each increment 
Increment 1 2 5 10(60) 10(65) 
Grp2 146 146 145 150 145 
Grp9 125 124 125 120 125 
Grp10 143 144 145 150 145 
Grp56 140 144 140 130 135 
Fitness Value 0.000023 0.000057 0.000076 0.001382 0.000088 

 
As one would expect, as the increment size decreased, the fitness value (agreement between model and 
observed values) improved.  Another interesting point is that the runs with an increment of 10 yielded 
different solutions depending on whether the values such as 60, 70 80, etc were used instead of values like 
65, 75, 85, etc. This appears to be just a quirk of this problem, but if large increments are used, the user 
may want to adjust the ranges to test the sensitivity of the solution to the ranges used.  The lesson learned 
in these runs were that intelligently reducing the range of allowable roughness values will enable the 
solver to have a better chance to find the right value.  However, if the increment size is decreased too 
much, the number of possible solutions greatly increases without providing a more correct value.  
Generally calculating a C-factor close one is unrealistic in the field so it is impractical to use an increment 
size less than one. 
 
3.5 Finding Closed Valves 
 
One of the key tests of the calibrator was the test of its ability to find closed valves in the pipe network.  
To test this, 8 different combinations of valves were tested in the lab as listed in Table 4 below. 
Calibration runs were set up to determine a single global C-factor with the three valves which each could 
have the status of open or closed.  
 

Table 4.  Summary of Valve Status Runs 
4 7 9 Global 

C-factor
O O O 140 
C C C 139 
C O C 139 
C O O 134 
O C C 145 
O C O 138 
C C O 147 
O O C 144 
O = open; C = closed 

 
Figure 8 summarizes the results of the runs to locate closed valves. They show that in all cases, the HGL 
predicted by the model (solid line) matched the HGL observed in the pipe network (points with same 
color as line). The results also show that while similar C-factors were determined for each case, there is 
some variation in the correct solution due to the accuracy of the measurements.  The HGL in the physical 
lab could only be measured to a precision of approximately one centimeter due to the slight unsteady 
water level in the manometer.  The differences between observed and predicted HGLs were at most one to 
two centimeters which corresponded to a variation of up to 6 C-factor units for the “correct” value of 141. 
The “position” (x-axis) in the figure refers to the distance from the constant head tank when all valves are 
closed. 
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Figure 8. Correlation between observed and model HGL valves for different valve positions 

 
Out of the eight runs, the Darwin Calibrator correctly matched the valve status in seven. The single run 
where the initial solution had one valve wrong involved the case were valve 4 was open and 7 and 9 were 
closed (O-C-C). In that run, status for valves 4 and 9 were correctly predicted but incorrectly stated that 
valve 7 was open. The problem was caused by the fact that with valve 7 open, virtually no flow in the 
pipe P-7 was observed, such that the solutions with 7 open and closed were virtually identical. The lesson 
here is that in order to determine the status of a valve, the flow pattern should be such that a significant 
amount of flow would pass through the valve if it were open. 
 
3.6 Determining Demands 
 
The ability of the Darwin Calibrator to determine demand flow rates were tested as shown in Table 5.  
With only the HGL information provided, numerous solutions were found where roughness and demands 
compensated for each other, i.e. a high value for the C-factor can offset a high value for the demand. 
Therefore, for most subsequent runs, the totalized flow was also provided.  This is a reasonable piece of 
information since, for most systems, the total water plant or well production flow is known. Without some 
input as to total inflow from the source, the solver had difficulty determining the magnitude of flow 
because roughness errors could offset demand errors.   
 
The table consists of pairs of columns for each test.  The first with the values measured in the lab and the 
second the results of the model. In all there were four tests. The first used all 8 possible combinations for 
the valve status and all outlets were open.  Only the demands for the data set where all valves are open are 
shown. The second data set was for the case where all the operable valves were open and all the outlets 
were open. The third case consisted of the data set when all three operable valves were shut. The final 
case consisted off all three valves shut with only Monitor 6 (the last outlet) open. 
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Table 5.  Results of runs to evaluate the effectiveness of determining demands.   
(Flow rates have units of L/s.) 

Open Valves 8 Combinations 4-7-9 None None 
Open Outlets All All All Mon6 
Outlet Node Lab Model Lab Model Lab Model Lab Model 
Monitor 2 0.30 0.28 0.30 0.29 0.30 0.19 0 0 
Monitor 5 0.28 0.33 0.28 0.32 0.18 0.18 0 0.02 
Monitor 6 0.30 0.20 0.30 0.30 0.18 0.18 0.33 0.31 
Monitor 9 0.30 0.30 0.30 0.33 0.21 0.33 0 0 
Monitor 10 0.33 0.40 0.33 0.27 0.27 0.26 0 0 
Total Flow 1.51 1.51 1.51 1.51 1.14 1.14 0.33 0.33 
C-factor  143  141  144  139 

 
In general, the C-factor and total demand were predicted accurately. It was somewhat less accurate at 
assigning demands to the individual nodes. This can be expected because while the predicted HGL is 
sensitive to the total flow demand, it is somewhat less sensitive to the exact placement of that demand. 
Similarly, in a real water system, it is impossible to know exactly which customer(s) are using water 
when any data are collected. 
 
3.7 Other Head Loss Equations 
 
Thus far, the Hazen-Williams equation has been used for head loss and the Darwin Calibrator has solved 
for the C-factor. To examine the use of other head loss equations, the pipes were grouped into four groups 
as described earlier and the cases with all eight valve combinations and the single case with all valves 
open were run. Either the Manning or Darcy-Weisbach equations were used for head loss where Darwin 
solved for Manning’s n or the equivalent sand grain roughness height using the Swamee-Jain formula.  
The results are shown in Table 6 below. 
 

Table 6.  Results for Manning’s n and Darcy-Weisbach roughness height in mm. 
 Manning’s n Darcy-Weisbach 
Group 8 Combinations All valves closed 8 Combinations All valves closed 
Grp2 0.008 0.007 0.006 0.011 
Grp9 0.006 0.009 0.061 0.076 
Grp10 0.008 0.007 0.021 0.016 
Grp56 0.006 0.010 0.001 0.006 

 
The values for Manning’s n were very low but are consistent with a small pipe with a C-factor of 140.  
The solutions for equivalent sand grain roughness height are reasonable for smooth small pipe but show 
an unexpectedly large range. However, in the range of Reynolds numbers and relative roughness for this 
network, it takes very large changes in roughness to make even a tiny change in friction factor. (On the 
Moody diagram, many lines converge in this region.)  This explains the large range for roughness values. 
In terms of friction factor (f), all the f-values were around 0.03.  
 
3.8 Nominal vs. Actual Diameters 
 
In the runs thus far, the actual internal diameters were used for pipes. For many cases, the user will only 
know the nominal diameters. Using the same case (all valves closed—four groups—least squares fitness), 
the Darwin Calibrator was used to solve for the C-factor. One would expect the C-factors to be related to 
the ratio of diameters using the Hazen-Williams equations as 
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The results shown Table 7 are consistent with what one would expect. The ratio between actual and 
nominal C-factors should be on the order of 1.12 based on the measured internal diameter of the pipe used 
in the physical model.   
 

Table 7.  Comparing solutions based on minimal and actual diameters.  Ratio is determined as the 
Nominal value divided by the Actual value. 

 Actual Nominal Ratio 
Grp2 146 160 1.10 
Grp9 125 148 1.18 
Grp10 143 154 1.08 
Grp56 140 164 1.17 

 
The calculated ratio has a range of 1.08 and 1.18 which is consistent with the expected ratio of 1.12.  In 
larger pipes, as found in real water distribution systems, the differences between nominal and actual 
diameters are usually much smaller than those encountered in the small pipes used in this study and the 
resulting ratio would be closer to 1.  These results indicate that the use of the nominal pipe diameter in a 
real water distribution system does not lead to substantial errors.  
 
 
4.0  SUMMARY 
 
This paper showed the ability of genetic algorithms as embodied in the Darwin Calibrator to determine 
values for the pipe roughness, valve status, and demand for a pipe network where the flows and valve 
status would be known much more precisely than is likely possible for real systems.  Overall, the solver 
worked well although several potential pitfalls in its use were identified.  The most significant is trying to 
use more pipe groups than the data can support.  In this case many possible combinations of C-factors 
were possible.  Also when trying to determine the valve status in a case where very little flow would pass 
through the valve, in one case, the calibrator inaccurately predicted whether the valve was opened or 
closed.  The Darwin Calibrator worked well regardless of whether the Hazen-Williams, Manning, or 
Darcy-Weisbach formulas were used.  When determining demands, it is important to specify some flow, 
such as the total inflow to the system at sources, in order to keep the search focused in the right range of 
flows. 
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EXPLICIT PIPE NETWORK CALIBRATION
By Lindell B. Ormsbee,1 A. M. ASCE and Don J. Wood/ M. ASCE

ABSTRACT: In order to improve the reliability of hydraulic network models as
well as eliminate the need for trial-and-error calibration methods, an explicit
calibration algorithm is proposed. The calibration algorithm is formulated in
terms of headless coefficients and is developed from a reformulation of the
basic network equations. The basic network equations are solved explicitly for
headloss adjustments to exactly meet one or more measured conditions of pres-
sure or flow for given network loading and operating conditions. The adjust-
ments determined in this manner aie used to revise pipe roughnesses or de-
fined concentrated head (minor) losses to meet the measured conditions. In
order to demonstrate the feasibility of the approach, the developed algorithm
is applied to an example network.

INTRODUCTION

One of the most pressing concerns in civil engineering is the integrity
and reliability of the nation's infrastructure. Of principal concern is the
condition of water distribution networks. During the last few years, it
has become clear that many of our existing water distribution systems
are going to have to be upgraded and modified if utilities are to continue
to provide reliable systems for distributing water to people in urban and
rural areas. Good engineering decisions based on sound analysis pro-
cedures will be required if the alterations and improvements to these
systems are to be effective and economical. In light of the great need
and apparent commitment to expend vast amounts of money to upgrade
and improve these systems, it is imperative that sound analysis proce-
dures are available.

During the last few decades several algorithms have been proposed
for solving the basic hydraulic network equations. A general review and
comparison of the various techniques has been provided by Wood and
Rayes (1). Despite the availability of such simulation algorithms, the ap-
plicability of the obtained result is largely dependent on the accuracy of
the input data. The two major sources of error in simulation analysis
are incorrect estimates of water use and incorrect estimates of pipe car-
rying capacity (2). There is some disagreement in the literature as to
which factor is most important. The AWWA Research Committee on
Water Distribution Systems (3) states that ". . . the major source of er-
ror in simulation of contemporary performance will be in the assumed
loading distributions and their variations," while Eggener and Pol-
kowski (4) state that "the weakest piece of input information is not as-
sumed loading condition, but the pipe friction factor." It would seem
more likely that the importance of each factor will vary for different net-
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number of pipe sections that can contain pumps and fittings such as
bends and valves. The end points of the pipe sections are nodes that
are identified as either junction nodes or fixed grade nodes. A junction
node is a point where two or more pipe sections join and is also a point
where flow can enter or leave the system. A fixed grade node is a point
where a constant grade is maintained such as a connection to a storage
tank or reservoir or to a constant pressure region. In addition, primary
loops can be identified in a pipe network. These include all closed pipe
circuits within the network that have no additional closed pipe circuits
within them. Finally, additional energy paths can be identified between
the various fixed grade nodes in the network. When junction nodes,
fixed grade nodes, primary loops, and energy paths are identified the
following relationship holds:

P = j + k (1)

in which p = number of pipes;; = number of junction nodes; and k =
/ + /-!, with / = number of loops; / - 1 = number of energy paths
between fixed grade nodes; and / = number of fixed grade nodes. It
turns out that this equation is directly related to the basic hydraulic
equations that describe steady state flow in the pipe network.

Basic Equations.—The basic equations governing the flow of a fluid
in a distribution network are the conservation of mass equation and the
conservation of energy equation. For each junction node j the conser-
vation of mass equation Fm(Q) requires that the sum of the flows into
or out of a junction node minus any external demand M; must equal
zero. This may be expressed as

F«(Q) = 2, Q« - H = ° (2)

in which N;- = the number of pipes connected to junction/; and {;'} =
the set of pipes connected to junction /. In order to satisfy the conser-
vation of energy relationship, Fe(Q), the sum of the line losses (HL) and
the minor losses (HM) over any path on loop, minus any energy added
to the liquid by a pump (EP), minus the difference in grade between
two fixed grade nodes (AE) is equal to zero. For any loop or path k this
may be expressed as

F.(Q) = + HMW - EPM) - AEk = 0 (3)
••Pi

in which N* = the number of pipes in loop or path k; and {k} = the set
of pipes in loop or path k. The line loss expressed in terms of the flow-
rate is given by

HL - KPQ° (4)

in which Kp = a pipeline constant that is a function of line length, di-
ameter, and roughness; and a = an exponent. The values of Kp and a
depend on the energy loss expression used for the analysis. Commonly
used expressions for this include the Darcy-Weisbach, Hazen-Williams,
and Manning equations.
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[IMS] (12)

For a given set of initial flowrates, [Ce], and £ can be determined. Using
this information along with the junction demand vector, M, and the node
incidence matrix, [Cm], an improved set of flowrates, Q, can be deter-
mined by inverting the coefficient matrix of Eq. 12 and multiplying it by
the right side solution vector

This new set of flowrates can then be used to obtain new estimates of
[Ce]t and fe from which a further improved set of flowrates may be ob-
tained. This process can be continued until the flowrate values converge
and usually only 3-4 trials are required.

CALIBRATION ALGORITHM

Introduction. — The previous solution technique involves the iterative
solution of p simultaneous equations in terms of p unknown flowrates.
Addition of another continuity or energy equation for the same network
would allow the addition of another decision variable (other than flow-
rate) to the overall problem. One possible decision variable would be a
global headloss adjustment, which will adjust the headless in each pipe
by this unknown factor. This factor could be determined in order to sat-
isfy the conditions imposed by the extra continuity or energy equation.
For example, an extra continuity equation could be added to define the
flow in a pipe leading from a pumping facility. Such a condition could
be used to specify both the flowrate and discharge head of a supply
pump. The modified system of p + 1 equations could then be solved for
both the flowrates and the global headloss adjustment factor that would
produce the observed or specified conditions. Alternatively, an extra en-
ergy equation could be added to the system of equations. The additional
energy equation could be used to specify the hydraulic grade (and thus
the pressure) at a particular junction node. As before, the modified sys-
tem of p + 1 equations could then be solved for both the flowrates and
global headloss adjustment factor that would produce this condition.

Thus far, the analysis has been limited to the addition of a single op-
erating condition as described by the addition of a single continuity or
energy equation. However, many conditions and thus equations may be
added if so desired. This would result in one extra decision variable for
each additional equation. By the introduction of additional decision vari-
ables different headloss adjustment factors could be determined for dif-
ferent groups or sets of pipes. In addition some pipes could be excluded
from the adjustment sets and thus left unchanged.

Instead of determining a global adjustment factor for the headloss
coefficients in each pipe or group of pipes, the required headloss coef-
ficients themselves could be determined. This would require an addi-
tional equation for each headloss coefficient to be determined. In this
case, the decision variable is defined as a headloss calibration coefficient
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nonlinear energy equations must be linearized. Application of Newton's
method to the modified energy equation, Eq. 16, yields the following:

[ aF(Q,Fr,Kr)(Fr-Fr) [ dF(Q,Ft,Kr)(Kr-Kr)

dFr 8Kr

in which af(Q/Fr/jKr) = F^Q'-1 t 2KrQ + 2KmQ - P(Q) (18)

- = KPQ« (19)

-
^ Q2 .-(20)

Rearranging Eq. 17 we obtain

3F(Q,F,,Kr)Fr | dF(Q,Fr,Kr)Kr

dFr dt\.r

= aF(Q,Fr/Kr)Q • dF(Q,Fr,Kr)Fr dF(Q,Fr,Kr)Kr _ '
dQ dFr dKr

In matrix notation Eq. 21 can be expressed as

'0
[CJ Fr =: E (22)

in which [Ce] = the matrix of headloss coefficients made up of the three
partial derivative terms on the left side of Eq. 21; 0 - a vector of un-
known flowrates; Fr = a vector of unknown headloss adjustment factors;
Kr = a vector of unknown headloss calibration coefficients; and E = the
vector of energy coefficients made up of the four terms on the right-
hand side of Eq. 21.

Combining the modified energy equation, Eq. 22, with the continuity
equation, Eq. 8, and adding the extra continuity and energy equations
required for the determinization of the headloss adjustment factors and
the headloss calibration coefficients results in the following matrix struc-
ture:

(23)

in which [Cnm] = the node incidence submatrix for the additional con-
tinuity equations; !vffl = the vector of junction demands for the additional
continuity equations; [C ,̂] = the submatrix of headless coefficients for
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FIG. 1.—Example Network Schematic

TABLE 1.—Pipe Distribution System Characteristics

Pipe
number

(1)
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21

Node
#1
(2)
0
1
2
3
1
4
4
9

10
2
2
6
0
7
6
8
8

10
11
0

12

Node
#2
(3)

1
2
3
0
4
5
9

10
5
5
6
7
7
8

11
11
3

11
12
12
13

Length
(m)
(4)

300.0
250.0
450.0
300.0
150.0
250.0
170.0 -
250.0
170.0
150.0
160.0
140.0
80.0

140;0

300.0
300.0
200.0
200.0
300.0
200.0
175.0

Diameter
(mm)

(5)
300.0
250,0
250.0
20Q.O
250.0
200.0
250.0
250.0
200.0
200.0
200.0
200.0
200.0
200.0
200.0
250.0
250.0
250.0
150.0
150.0
150.0

Hazen-Williams
roughness
coefficient

(6)
100.0
100.0
100.0
120.0
100.0
100.0
100.0
100.0
100.0
100.0
11Q.O
120.0
120.0
120.0
iio.b
110.0
110.0
loo.d
140.0
140.0
140.0

Minor loss
coefficient

(7)
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

. 0.0
0.0
0.0
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TABLE 2.—Operating Conditions for Example 1

Junction number
(D
2
3
6
8
9

11
13

Demand (L/s)
(2)
40
40
80
40
60

100
20

Note: Elevation Tank A = 150 m; Elevation Tank B = 152 m; Elevation
C = 148 m; Pump discharge head ~ 156 m.

: f '

Tank

TABLE 3.—Results for Example 1

Pipe• r^

number
(D
1
2
3
4
5
6
7
B
9

10
11
12
13
14
15
16
17
18
19
20
21

Node
number

1
2
3
4
5
6
7
8
9

10
11
12
13

Original

Row
(2)

166.7
78.7
5.2

-59.7
88.0
21.5
66.5
6.5

-24.9
3.4

30.1
-63.8
119.5
55.8
13.9
40.7

-25.0
31.3

-14.0
34.0
20.0

Grade

147.92
143.84
143.79
144.91
143.82
142.74
146.02
143.46
142.89
142.85
142.25
143.55
142.09

HW-C
(3)

100.0
100.0
100.0
120.0
100.0
100.0
100.0
100.0
100.0
100.0
110.0
120.0
120.0
120.0
110.0
110.0
110.0
100.0
140.0
140.0
140.0

Case 1a

Flow
(4)

160.0
75.2
1.4

-63.0
84.8
20.3
64.5
4.5

-24.7
4.4

29.4
-64.2
120.3
56.1
13.6
40.5

-24.4
29.2

-16.7
36.7
20.0

Grade

145.76
140.63
140.62
141.92
140.58
139.20
143.72
140.20
139.30
139.27
138.56
141.00
139.01

HW-C
(5)

84.5
84.5
84.5

101.3
84.5
84.5
84.5
84.5
84.5
84.5
92.9

101.3
101.3
101.3
92.9
92.9
92.9
84.5

118.2
118.2
118.2

Case 1b

Flow
(6)

164.7
77.7
4.1

-60.7
87.0
21.2
65.9
5.9

-24.8
3.7

29.9
-63.9
119.7
55.8
13.8
40.7

-24.8
30.7

-14.8
34.8 ,
20.0

Grade

147.41
143.08
143.05
144.20
,143.05
141.91
145.47
142.69
142.04
142.00
141.38
142.94
141.36

HW-C
(7)

95.6
95.6
95.6

114.7
95.6
95.6
95.6
95.6
95.6
95.6

105.1
114.7
114.7
114.7
105.1
105.1
105.1
95.6

133.8
133.8
133.8

Case 1c

Flow
(8)

164.4
77.5
4.1

-60.6
86.8
21.1
65.7
5.7

-24.7
3.6

29.8
-63.8
119.5
55.7
13.6
40.4

-24.7
30.4

-15.5
35.5
20.0

Grade

147.40
143.08
143.04
144.20
143.05
141.90
145.47
142.69
142.03
142.00
141.39
143.01
141.50

HW-C
(9)

95.4
95.4
95.4

114.5
95.4
95.4
95.4
95.4
95.4
95.4

104.9
114.5
114.5
114.5
104.9
104.9
104.9
95.4

137.5
137.5
137.5

Case 1d

Flow
(10)
159.7

75.0
1.7

-62.1
84.6
20.2
64.5
4.5

-24.8
4.6

28.7
-65.6
122.8
57.1
14.4
40.9

-23.8
29.2

-15.5
35.5
20.0

Grade

147.43
143.15
143.15
144.22
143.11
142.00
145.54
142.80
142.02
142.00
141.40
143.01
141.50

HW-C
(11)

92.8
92.8
92.8

118.3
92.8
92.8
92.8
92.8
92.8
92.8

102.1
118.3
118.3
118.3
102.1
102.1
102.1
92.8

137.3
137.3
137.3

Case 1e

Flow
(12)

159.1
73.9
-0.0

-61.4
85.2
19.3
65.9
5.9

-27.0
7.7

26.2
-67.0
123.2
56.2
13.2
37.6

-21.4
32.9

-16.2
36.2
20.0

Grade

147.55
143.41
143.41
144.31
143.29
142.00
145.61
143.00
142.04
142.00
141.26
142.97
141.50

HW-.C
(13)

93.2
93.2
93.2

119.4
93.2
93.2
93.2
93.2
93.2
93.2
83.5

119.4
119.4
119.4
83.5
83.5
83.5
93.2

139.5
139.5
139.5
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TABLE 4.—Results for Example 2

Pipe• >|V V

number
(D
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21

Node
number

1
2
3
4
5
6
7
8
9

10
11
12
13

Original

Flow
(2)

110.4
58.0
35.3
34.6
52.4
20.8
31.6
31.6

-11.7
-9.1
31.8
34.5

-59.9
-25.4
-2.7

-24.7
-0.7
43.3
15.9

-15.9
0.0

Grade
156.23
153.92
152.26
155.08
154.05
152.71
151.66
152.26
154.57
153.81
152.73
151.09
151.09

HW-C
(3)

100.0
100.0
100.0
120.0
100.0
100.0
100.0
100.0
100.0
100.0
110.0
120.0
120.0
120.0
110.0
110.0
110.0
100.0
140.0
140.0
140.0

Case 2a

Flow
(4)

100.0
52.5
32.0
31.3
47.5
18.8
28.7
28.7

-10.6
-8.3
28.8
31.2

-54.2
-23.0
-2.5

-22.3
-0.7
39.2
14.4

-14.4
0.0

Grade
156.23
153.92
152.26
155.08
154.05
152.71
151.66
152.26
154.57
153.81
152.73
151.09
151.09

HW-C
'(5)

90.6
90.6
90.6

108.7
90.6
90.6
90.6
90.6
90.6
90.6
99.6

108.7
108.7
108.7
99.6
99.6
99.6
90.6

126.8
126.8
126.8

Case 2b
Flow
(6)

100.0
50.5
36.4
30.0
49.5
17.7
31.8
31.8

-17.7.
0.1

14.0
36.4

-55.0
-18.6
-22.4
-12.2
-6.4
49.5
15.0

-15.0
0.0

Grade
156.79
154.95
153.15
155.73
154.95
154.68
152.58
153.18
155.20
154.42
153.00
J51.20
151.20

HW-C

,O
98.7
98.7
98.7
87.0
98.7
98.7
98.7
98.7
98.7
98.7

108.6
87.0
87.0
87.0

-91.1
-91.1
-91.1

98.7
125.3
125.3
125.3

Case 2c

Flow
(8)

100.0
49.8
30.4
30.0
50.2
21.3
28.9
28.9

-12.1
-9.2
28.5
29.7

-55.0
-25.3
-1.1

-24.9
-0.4
41.1
15.0

-15.0
0.0

Grade
156.86
154.34
152.51
155.54
154.47
153.00
151.92
152.51
155.00
154.21
153.00
151.20
151.20

HW-C
(9)

100.0
81.9
81.9
98.2
89.1

100.0
89.1
89.1

100.0
100.0-
93.5

102.0
102.0
120.0
110.0
110.0
110.0
89.1

125.3
125.3
125.3

Case 2d

Flow
(10)

100.0
52.5
31.8
30.0
47.5
18.8
28.7
28.7

-10.6
-8.2
28.9
31.4

-55.0
-23.6
-2.5

-21.8
-1.8
39.3
15.0

-15.0
0.0

Grade
156.37
154.15
152.56
155.26
154.27
152.98
151.96
152.56
154.77
154.04
153.00
151.31
151.31

HW-C
(11)

92.5
92.5
92.5

111.0
92.5
92.5
92.5
92.5
92.5
92.5

101.7
111.0
111.0
111.0
101.7
101.7
101.7
92.5

129.5
129.5
129.5

and an additional four adjustment factors. For case 2b, one adjustment
factor was assigned to each of the four groups of Hazen-Williams coef-
ficients (140, 120, 110, and 100). The headloss adjustment factors ob-
tained were 1.228, 1.814, -1.418, and 1.025 and the resulting flowrates,
grades and new Hazen-Williams coefficients values are shown in Table
4. The negative adjustment factor for the third group (C = 110) implies
that the specified conditions can be met only if the loss in these lines is
negative (grade increase), which is, of course, not a feasible result.

Case 2c.—For this case, pipeline constants were again adjusted to pro-
duce the same specified flowrates and grade as in case 2b. However, in
this case, the adjustments were made to groups of pipes based on their
orientation in the system as opposed to their estimated initial Hazen-
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ditions with acceptable adjustments of designated Hazen-Williams
roughness coefficients. Case 2b illustrated this situation very well. When
the Hazen-Williams roughness coefficient adjustments were limited to
groups of pipes with the same initial values, the field conditions spec-
ified can only be met by introducing a negative adjustment which is not
a feasible result. This result is not totally unexpected because the groups
of pipes to be adjusted are positioned such that it is difficult to influence
the flow to the storage tanks with relatively small adjustments of pipe
resistances for those groups. This point is further illustrated in Case 2c
where groups of pipes are chosen such that the tank flows are much
more sensitive to resistance adjustments for the various groups. For this
example, adjustments from 12^22% of the designated Hazen-Williams
roughness coefficients accomplished the required calibration.

An alternate approach to adjusting only Hazen-Williams roughness
coefficients is illustrated by Case 2d where headloss calibration coeffi-
cients are introduced into critical pipes (pipes to the storage tanks). For
this example, only relatively small headloss coefficients producing rea-
sonably small energy losses had to be introduced to meet the specified
field conditions and the associated global roughness adjustment is a very
reasonable one. This result should be fairly representative of most sit-
uations and may offer a more acceptable means of calibrating many pipe
networks since only a global roughness adjustment is required and the
final Hazen-Williams roughness coefficients used will be related closely
to known information on pipe age and conditions. Of course, a mix of
headloss adjustments factors and headloss calibration coefficients may
represent the best means of calibrating a pipe network to simultaneously
meet several field conditions.

Although the algorithm can consider many different operating con-
ditions it can only consider one loading condition at a time. This is, of
course, a limitation since as pointed out by Walski (2), "A model is con-
sidered calibrated to the extent that it can predict the behavior of the
water distribution system over a wide range of operating conditions and
water use." The only practical way to circumvent this potential problem
is to apply the algorithm for several different loading conditions. In the
event that the headloss calibration coefficients vary for each case, some
type of averaging process will be required.

Because the method presented provides for the direct determination
of one or more calibration factors that will exactly meet the specified
field conditions, increased importance should be attached to defining
correct and appropriate field conditions along with a correct definition
of the operating conditions under which the field measurements are made.
The success of this procedure or any procedure for that matter, requires
that the field conditions imposed are accurate with the, operating con-
ditions properly described. Poorly defined field conditions may lead to
headloss adjustments and headloss calibration coefficients that are not
reasonable. In any case, the calibrated system will meet the imposed
field conditions, which, if not correct, would defeat the purpose of the
calibration process.
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HM = pipe minor energy loss,
;' = number of junction nodes,

{;} = set of pipes connecting junction /,
Km ~ minor loss constant,
Kp ~ pipeline constant,
Kr = headless calibration coefficient,

KM = minor loss coefficient,
k = number of loops and paths,

{k} = set of pipes in loop or path fc,
L = pipe length,
/ = number of loops,

M = junction flowrate demand,
M = vector of junction demands,

Mfl = vector of demand constants (for additional equations),
Nj = number of pipes connected to junction ;,
Nk = number of pipes in loop or path k,
P = number of pipes, and
Q = flowrate.
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Abstract 
 

An epidemiologic study is being conducted to determine if there is an association 
between exposure to contaminated drinking water and birth defects among children of 
women who lived at U.S. Marine Corps Base, Camp Lejeune, North Carolina while they 
were pregnant during 1968–1985. More than 12,000 pregnant women may have been 
exposed to well water contaminated with volatile organic compounds that was used for the 
potable water source and distributed through water-distribution systems at Camp Lejeune. 
Because of the paucity of historical water-distribution system operational data, information 
based on the operation of present-day water-distribution systems will be used for historical 
reconstruction. Present-day system operations will be modeled using water-distribution 
system models. To calibrate the models against hydraulic and water-quality parameters, field 
testing is being used to gather data and information on hydraulic, fate and transport, and 
operational characteristics of the water-distribution systems. Field activities include: (a) 
recording system pressures and storage tank water levels, and (b) conducting C-factor, fire-
flow, tracer, and travel time tests. Because this is an ongoing and active investigation, the 
authors present an overview and summary of activities to date and some initial results from 
field-testing activities. 

 
Introduction 
 

When investigating childhood and rare diseases, epidemiologic studies explore a 
wide variety of risk factors, including environmental exposures. The Agency for Toxic 
Substances and Disease Registry (ATSDR) has determined that human exposure to 
groundwater contaminants occurred at U.S. Marine Corps Base (USMCB), Camp Lejeune, 
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North Carolina, prior to 1985 (ATSDR, 1990; 1997). To investigate this exposure, ATSDR is 
conducting an epidemiologic case-control study to determine if there is an association 
between exposure of children in utero to groundwater contaminated with volatile organic 
compounds (VOCs) and elevated rates of spina bifida, anencephaly, cleft lip, cleft palate, and 
childhood leukemia (ATSDR, 1998). Because of the paucity of historical, contaminant-
specific data, water-distribution system models are being calibrated to present-day conditions 
before reconstructing historical concentrations. To assemble data necessary to calibrate the 
models, ATSDR, in cooperation with USMCB Camp Lejeune, has initiated a field-testing 
program to gather hydraulic, water-quality, and operational parameter data. To date, field-
testing activities at Camp Lejeune have included: (a) recording system pressures and storage 
tank water levels, and (b) conducting C-factor, fire-flow, tracer, and travel time tests. 

Figure 1. Water-distribution systems serving U.S. Marine Corps Base, Camp Lejeune, 
North Carolina 

 
Study Area Description 

 
USMCB, Camp Lejeune encompasses an area of about 164 mi2 (425 km2), and is 

located in Jacksonville, Onslow County, North Carolina, bordering the Atlantic Ocean. 
Historically, there have been eight water-distribution systems serving the base: (1) Onslow 
Beach, (2) Courthouse Bay, (3) Rifle Range, (4) Marine Corps Air Station, (5) Camp 
Johnson, (6) Tarawa Terrace, (7) Holcomb Boulevard, and (8) Hadnot Point (Figure 1). The 
focus of the epidemiologic study is on exposure from water-distribution systems that 
historically served the military base’s housing—Camp Johnson, Tarawa Terrace, Holcomb 
Boulevard, and Hadnot Point. Presently, there are two operating water treatment plants 
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(WTP) that provide water for the distribution systems of interest to the epidemiologic study: 
(1) the Holcomb Boulevard WTP that services the Camp Johnson, Tarawa Terrace, and 
Holcomb Boulevard areas of the distribution system (Figure 2), and (2) the Hadnot Point 
WTP that services the Hadnot Point area of the distribution system (Figure 3). 

 

Figure 2. Holcomb Boulevard water treatment plant service area and water-distribution 
system 

 
Analysis of the water-distribution systems is complex because of historical changes 

in system configuration and operations. Hadnot Point was the original WTP and at one time, 
serviced the entire base. Thus, for the ATSDR study, it will be analyzed for both present-day 
and historical operations. The Holcomb Boulevard WTP presently services the rest of the 
military housing areas. The Tarawa Terrace WTP historically serviced the Tarawa Terrace 
and Camp Johnson areas. After the plant was shut down, the Holcomb Boulevard plant was 
used to service these areas. At present, there is a treated water reservoir (ground storage tank) 
at Tarawa Terrace (Figure 2) that receives water directly from the Holcomb Boulevard WTP. 

 
Shut-off valves at two locations along Wallace Creek keep Hadnot Point water 

isolated from Holcomb Boulevard and Tarawa Terrace water. According to base water utility 
mangers, valves have been opened only on very rare occasions, solely for emergency 
situations (S. A. Brewer, Camp Lejeune Environmental Management Division, written 
communication, November 19, 2004). Therefore, for purposes of the ATSDR study and 
water-distribution system analyses, it will be assumed that these valves are always closed. 
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Figure 3. Hadnot Point water treatment plant service area and water-distribution 
system 

 
Present-Day Operations 

   
System pressures range from about 55–68 psi (379–469 kPa) throughout the 

distribution systems. As topography is very flat, ranging from sea level to less than 40 ft (12 
m), hydraulic heads range 140–160 ft (43–49 m) resulting in a very mild hydraulic gradient. 
There are nine elevated storage tanks in the Holcomb Boulevard and Hadnot Point WTP 
service areas (Figures 2 and 3). The range in water level fluctuation for the elevated storage 
tanks is small; generally 1–6 ft (0.3–2 m) according to March 2004 data (Table 1). Three of 
the elevated storage tanks—SM623, S2323, and SFC314—operate as controlling tanks. 
When demand causes water levels in these tanks to drop below a minimum water-level mark, 
high-lift pumps are turned on at the WTPs or at the Tarawa Terrace treated water reservoir to 
fill the controlling elevated storage tanks to a maximum water level. The pumps are then shut 
off (Table 1). 

 
The average annual flow for 2004 for treated water at Holcomb Boulevard WTP was 

0.803 MGD (35.2 L/s). Furthermore, an additional 0.658 MGD (28.8 L/s) of treated water 
from the Holcomb Boulevard WTP was delivered to the Tarawa Terrace ground storage 
reservoir. For the Hadnot Point WTP, the average annual flow for 2004 was 2.35 MGD 
(103.0 L/s). Average monthly flows for 2004 for the WTPs are listed in Table 2. These data 
represent delivered water from the WTPs to the distribution system. Because Camp Lejeune 
is a military installation, the base does not require or install water consumption meters on 
housing units. With the exception of base power plants, other consuming entities (e.g., car 
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washes, swimming pools, office buildings) are not metered either. Thus, quantifying the 
magnitude and direction of flows within the distribution system is not possible because of the 
absence of flow meters. 

 
Table 1. Elevated Storage Tank Identification, Elevations, and Water Levels*

Holcomb Boulevard Water Treatment Plant  Area 

Storage Tank 
Parameter 

Camp 
Johnson: 
SM623+

Tarawa 
Terrace: 
STT40 

Paradise 
Point: 
S2323§

Berkeley 
Manor: S830 

Midway 
Park: 
LCH4004 

Elevation, Bottom of 
Tank, in ft (m) 82‡ (25)‡ 141.7 (43.2) 120.3 (36.7) 127.5  (38.9) 129.9 (39.6) 
Maximum Water 
Level, in ft (m) 25.4 (7.7) 31.9 (9.7) 31.0 (9.4) 32.4 (9.9) 30.1 (9.2) 
Minimum Water 
Level , in ft (m) 21.7 (6.6) 26.1  (8.0) 27.6 (8.4) 30.0 (9.1) 25.9 (7.9) 
Water Level-
Difference, in ft (m) 3.7 (1.1) 5.8 (1.8) 3.4 (1.0) 2.4 (0.7) 4.2 (1.3) 

Hadnot Point Water Treatment Plant Area 

Storage Tank 
Parameter S5 S29 

Industrial 
Area: S1000

French 
Creek: 
SFC314‡  

Elevation, Bottom of 
Tank, in ft (m) 126.3 (38.5) 125.3 (38.2) 127.4 (38.8) 134.8 (41.1) 

 

Maximum Water 
Level, in ft (m) 28.4 (8.6) 28.6 (8.7) 29.2 (8.9) 25.0 (7.6) 

 

Minimum Water 
Level , in ft (m) 27.5 (8.4) 27.1 (8.3) 26.8 (8.2) 20.3 (6.2) 

 

Water Level-
Difference, in ft (m) 0.9 (0.3) 1.5 (0.4) 2.4 (0.7) 4.7 (1.4) 

 

*Data from Camp Lejeune water utility department, March 1–7, 2004  
+Controlling tank for Tarawa Terrace treated water reservoir 
§Controlling tank for Holcomb Boulevard WTP 
‡Controlling tank for Handot Point WTP 
 

With respect to water-quality parameters, all raw water is supplied from groundwater 
wells pumping from the Castle Hayne formation that underlies the base. Raw water 
concentrations of chloride and fluoride are 0.14 and 0.2 mg/L, respectively (B. T. Ashton, 
Camp Lejeune Environmental Management Division, electronic communication, April 6, 
2004). The raw water is treated with chlorine and lime at the WTPs. As a consequence, 
treated water has a chloride concentration of 20 mg/L (B. T. Ashton, Camp Lejeune 
Environmental Management Division, electronic communication, March 31, 2004). The 
addition of lime causes the pH of the treated water to be high—about 8.5–9. Sodium fluoride 
(NaF) crystals are added to the treatment process using a gravity-feed saturator system to 
fluoridate the water. The concentration of fluoride in the distribution system and elevated 
storage tanks averages about 1 mg/L (D. E. Hill, Camp Lejeune water department, written 
communication, May 2004). 
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Table 2. Average Monthly Flows of Treated Water, 2004*

From Holcomb 
Boulevard Water 
Treatment Plant  

To Tarawa Terrace 
Reservoir†  

From Hadnot Point 
Water Treatment 
Plant 

Month MGD L/s MGD L/s MGD L/s 
January 0.824 36.1 0.728 31.9 2.570 112.6 
February 0.739 32.4 0.842 36.9 2.518 110.3 
March 0.699 30.6 0.761 33.3 2.431 106.5 
April 0.767 33.6 0.724 31.7 2.283 100.0 
May 0.889 38.9 0.788 34.5 2.334 102.2 
June 0.859 37.6 0.722 31.6 2.431 106.5 
July 0.784 34.4 0.655 28.7 2.371 103.9 
August 0.840 36.8 0.613 26.9 2.400 105.1 
September 0.954 41.8 0.401 17.6 2.202 96.5 
October 0.807 35.4 0.547 24.0 2.226 97.5 
November 0.732 32.1 0.568 24.9 2.285 100.1 
December 0.736 32.3 0.541 23.7 2.153 94.3 
Annual mean 0.803 35.2 0.658 28.8 2.350 103.0 
*Data from Camp Lejeune water department, S. J. Whited, electronic communication, January 31, 
2005. 
†Tarawa Terrace reservoir water is treated at the Holcomb Boulevard WTP; the sum of the Holcomb 
Boulevard and Tarawa Terrace flows is total delivered water from Holcomb Boulevard WTP. 

 
Field-Testing Activities 
 

ATSDR reviewed and analyzed hydraulic and water-quality data, system operations, 
and a water conservation study of the base (ECG, 1999). It then began a field-testing 
program, in cooperation with USMCB Camp Lejeune, to obtain data necessary to calibrate 
present-day water-distribution models to assist the epidemiologic study. As part of this effort, 
ATSDR has conducted tests in the Hadnot Point and Holcomb Boulevard WTP areas, 
including Tarawa Terrace and Camp Johnson. These tests are considered to be “preliminary 
tests” that provided ATSDR with initial data to begin preliminary model simulations. The 
preliminary data and model simulations will be used to assist with the planning and conduct 
of a detailed water-distribution system test of all areas during peak-demand season in summer 
2005. In what follows, the preliminary field tests are briefly described. Photographs of some 
of the equipment used for the field tests are shown in Figure 4A–4D. Preliminary data are 
presented and discussed in the “Discussion of Results” section. 

 
Hadnot Point WTP area, May 2004. This field test was conducted May 24–27 and 
consisted of three activities: (1) injecting liquid calcium chloride (CaCl2), 35% by weight, 
into the transmission main on the distribution system side of the WTP to achieve an elevated 
conductance and chloride concentration, and recording conductivity and chloride 
concentration using continuous recording water-quality monitoring data loggers, (2) injecting 
a sodium fluoride solution into the transmission main to achieve an elevated fluoride 
concentration (before the test, the WTP fluoride was shut off so that fluoride concentrations 
in the distribution system pipelines approached background levels of about 0.2 mg/L), and (3) 
monitoring distribution system pressures with continuous recording data loggers attached to 
selected hydrants. In addition to continuously recording tracer concentrations and 
conductivity, grab samples were collected for quality assurance and quality control (QA/QC) 
purposes. Samples were analyzed at the Hadnot Point WTP by ATSDR staff and then also 
shipped to the Federal Occupational Health (FOH) laboratory in Chicago, Illinois, for 
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analysis. Twenty-seven hydrants were selected in the Hadnot Point area as monitoring 
locations. For monitoring conductivity and chloride and fluoride concentrations nine hydrants 
were equipped with the Horiba W-23XD dual probe ion detector (Figure 4A). For monitoring 
conductivity, nine hydrants were equipped with the Horiba W-21XD single probe ion 
detector (Figure 4B), thus providing a total of 18 monitoring locations for continuously 
recording conductivity data. For pressure measurements, nine hydrants were equipped with 
continuous recording Dixon PR300 pressure data loggers (Figure 4C). 
 

Calcium chloride solution and injection. The quantity and injection rate of CaCl2 
was based on: (1) using a 35% by weight liquid CaCl2 solution, (2) the average flow rate of 
delivered water from the WTP for May 2002, and (3) assuring that the chloride concentration 
in the distribution system—resulting from the injection of CaCl2—would not exceed the U.S. 
Environmental Protection Agency’s secondary maximum contaminant level (MCL) for 
chloride of 250 mg/L. The average flow delivered by the Hadnot Point WTP for May 2002 
was 3.0 MGD (131.4 L/s)—a typical year based on discussions with Camp Lejeune water 
utility staff. A flow-paced pump capable of injecting CaCl2 at a rate of 1.0 gpm (6.3 x 10-2 
L/s) with a main transmission line pressure of 55 psi (379 kPa) was used. Using this type of 
injection pump assured that if the flow rate of delivered water changed based on demand, the 
CaCl2 injection rate would also change to maintain a near-constant concentration of the mixed 
CaCl2 and treated water. A background chloride concentration of 20 mg/L and complete 
mixing within a short distance downstream from the injection point were also assumed. Thus, 
the maximum chloride concentration in the distribution system was predicted to be 164 
mg/L—well below the MCL of 250 mg/L. Nine, 55-gal (208 L) drums of CaCl2 were pumped 
into a 525-gal (1,987 L) plastic holding tank. At 0800 hours on May 25, the CaCl2 was 
injected into the main transmission line for 6 continous hours.  

 
Sodium fluoride solution and injection. The source of the fluoride used for the 

tracer injection was the NaF crystals (Solvay Fluoride) used at the Hadnot Point WTP. It 
comes in 50-lb (22.7 kg) bags. Based on the solubility of NaF of 42 g/L, this resulted in an 
equivalent of 19 g/L of F. To assure the public’s health and safety, an upper limit for the 
fluoride concentration in the distribution system was set at 2.0 mg/L using a background 
fluoride concentration of 0.2 mg/L and assuming complete mixing within a short distance 
downstream from the injection point. The same flow and injection rates previously described 
for the CaCl2 injection were used for the NaF injection. On the basis of mass balance 
calculations, 36 lb (16.4 kg) of NaF were mixed with 500 gal (1,893 L) of treated water in a 
525-gal (1,987 L) plastic holding tank. Experience has shown that even when a solution is 
continuously stirred during an injection test, some of the solids still settle to the bottom of the 
tank and will not dissolve into the tracer solution (Boccelli et al., 2003). To compensate for 
this, the entire 50-lb (22.7 kg) bag of NaF was mixed with the 500 gal (1,893 L) of water in 
the tank. The treated water used to mix with the NaF crystals had a background fluoride 
concentration of 0.2 mg/L as the WTP fluoride was shut off the previous week in preparation 
for the tracer test. At 0800 hours on May 26, the NaF solution was injected into the main 
transmission line. Although the duration of the NaF injection was initially planned to be 6 
hours long, at 1148 hours, the injection pump broke. The pump was subsequently repaired 
and at 1315 the injection of NaF solution was resumed. The injection was terminated at 1545 
hours. Thus, unlike the CaCl2 tracer test that was characterized by one continuous 6-hour 
long injection, the NaF tracer test was characterized by two pulses of NaF solution—the first 
pulse having a duration of 3 hours 48 minutes and the second pulse having a duration of 2 
hours 30 minutes. 
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(A)       (B)
 
 

(C)      (D)

igure 4. Photographs of selected field test equipment: (A) Horiba W-23XD dual probe 

olcomb Boulevard and Hadnot Point WTP areas, August 2004. This field test was 

 
 
F
ion detector inside flow cell, (B) Horiba W-21XD single probe ion detector inside flow 
cell, (C) Dixon PR300 continuous recording pressure logger mounted on brass shutoff 
valve and hydrant adapter cap, and (D) Plant PRO HFD hydrant flow tester with 
diffuser 
 
H
conducted August 25–27. It consisted of two activities: (1) testing different sections of 
pipelines of varying diameters and material types to collect hydraulic data for calculating 
roughness coefficients (Hazen-Williams C-factor data), and (2) applying an innovative 
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approach for fire-flow testing (for model calibration purposes) using continuous recording 
pressure monitors at several fire hydrants simultaneously while different combinations of 
hydrants were flowed. To continuously record pressure data, the Dixon PR300 pressure data 
logger was used (Figure 4C). To record flow and pressure from flowed hydrants, the Plant 
PRO HFD hydrant flow tester with a diffuser was used (Figure 4D). C-factor tests were 
conducted at eight locations characterized by three different pipe materials (cast iron, 
polyvinyl chloride (PVC), and asbestos cement). Pipeline diameters ranged from 6–12 inches 
(15–30 cm). Tested pipe lengths ranged from 700–1,672 ft (213–510 m) and flows ranged 
from 564–1,603 gpm (35.6–67.1 L/s). Fire flow tests were conducted at 12 locations 
characterized by three different pipe materials (cast iron, polyvinyl chloride (PVC), and 
asbestos cement). Pipeline diameters ranged from 4–12 inches (10–30 cm). Tested pipe 
lengths ranged from 236–1,620 ft (72–494 m) and flows ranged from 773–1,120 gpm (48.8–
70.7 L/s). 
 
Holcomb Boulevard WTP, September–October 2004. This field test was conducted 

iscussion of Results 

Recorded pressure data confirmed that pressure throughout the Hadnot Point WTP 
area ran

September 22–October 12. It consisted of monitoring fluoride decay and re-injection in the 
Holcomb Boulevard WTP area (including Tarawa Terrace and Camp Johnson). The purpose 
of this preliminary test was to (1) estimate travel time between points in the distribution 
system by shutting off and then restarting fluoride at the WTP, (2) to record the fill and draw 
characteristics at the controlling elevated storage tanks (S2323 and SM623 in Figure 2), (3) to 
record the sequence of when distribution-system water (with its fluoride concentration) was 
filling the tanks and when storage tank water (with its fluoride concentration) was being 
supplied to the distribution system, and (4) to conduct (QA/QC) tests on the fluoride sensors 
contained in the continuous recording dual probe data loggers (Figure 4C). Nine locations in 
the distribution system were equipped with the Horiba W-23XD continuous recording, dual 
probe ion detector data logger (Figure 2). Monitoring locations included the main 
transmission line from the WTP to the distribution system (F01 in Figure 2), the Tarawa 
Terrace treated water reservoir (F02), two controlling elevated storage tanks (F08 and F09), 
and five hydrants located throughout the housing areas (F03, F04, F05, F06, and F07). The 
fluoride at the Holcomb Boulevard WTP was shut off at 1600 hours on September 22. A 
background concentration of about 0.2 mg/L in the distribution system was reached by 
September 28. At 1200 hours on September 29, the fluoride was turned back on at the WTP 
and the test continued until loggers were removed and data downloaded on October 12. In 
addition to the continuous recording data loggers, split grab sample analyses were conducted 
for QA/QC purposes. Nine rounds of water samples were collected at each monitoring 
location during the test. For each round, the Holcomb Boulevard WTP water-quality lab 
analyzed 25 mL of the grab sample water and the FOH laboratory analyzed the remaining 
225 mL of water. 
 
D
 

ges from 55–68 psi (379–469 kPa), with a mean of about 60 psi (414 kPa). Other 
parts of the distribution system (Holcomb Boulevard WTP, Tarawa Terrace, etc.) are 
operated in a similar manner and have been operated the same way historically (1968–85). 
Figure 5 shows data from two continuous recording pressure data loggers recorded at 15-
minute intervals during the May 2004 test. Logger P01 was located in the northwesternmost 
part of Hadnot Point WTP area (Figure 3). Logger P03 was located adjacent to the WTP. 
Because of the nearly constant pressure, flat topography, and resulting small hydraulic 
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gradient (about 1 x 10-4), as previously discussed, it would be extremely difficult to achieve a 
unique hydraulic calibration without using water-quality data and tracer-test results. 

Figure 5. Graphs showing recorded pressure data in the Hadnot Point WTP area, 
May18–25, 2004 (refer to Figure 3 for hydrant locations) 

 
Results from the chloride injection provide data for quantifying arrival times of the 

tracer at different locations throughout the Hadnot Point WTP area. Of special interest are the 
extremely long arrival times—in excess of 16 hours—in the northwestern part of the of the 
Hadnot Point WTP area (Figure 6, loggers C01, C02, and F01). Additionally comparing 
arrival times of the CaCl2 tracer at logger location C04 with arrival times at loggers F04, C05, 
and F02, led investigators to suspect that there may have been undocumented closed valves in 
the distribution system. Post-test field verification by water utility staff confirmed the 
locations of closed valves, as indicated by the “•” symbol in Figure 6. Further analysis of the 
arrival time data shown in Figure 6 indicate that from the location of logger F08, the tracer 
travels east to logger C07 rather than south to loggers F06 and C06. The reason is that arrival 
time of the tracer at logger C07 is about 3 hours after arrival at logger F08, whereas arrival 
time of the tracer at loggers F06 and C06 is about 7 hours after the tracer arrives at logger 
F08. 

 
Using the hydraulic data gathered during the August 2004 field-test activities, Hazen-

Williams C-factors were computed for eight sections of tested pipelines (Table 3). Results 
presented in Table 3 show good agreement between the C-factor values determined from the 
field-testing activities and those published in the literature (Walski et al., 2003). The mean of 
the two C-factor tests conducted on PVC type pipes is 137, compared with a literature value 
of 147.  The mean of the four C-factor tests conducted on cast iron pipes is 102, compared 
with literature values of 97–102. In conducting these tests, both continuous recording 
pressure data loggers (Dixon PR300, Figure 4C) and hand-held pressure gauges were used to 
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record pressures. The continuous recording pressure data loggers were set to record pressure 
at 1-minute intervals. 

 

Figure 6. Arrival times of the calcium chloride tracer at monitoring locations, Hadnot 
Point WTP area, May 25, 2004 

 
As discussed previously in the section on “Field-Testing Activities,” the preliminary 

test conducted in the Holcomb Boulevard WTP area, during September–October 2004, was 
conducted by shutting off and then restarting the fluoride used at the Holcomb Boulevard 
WTP. The test was also used to conduct QA/QC on the fluoride sensors used in the 
continuous recording water-quality data loggers (Figure 4A). Results from the test for six 
selected locations (F01, F02, F03, F04, F08, and F09) are presented in Figure 7. 

 
Logger F01 was located on the main transmission line going from the Holcomb 

Boulevard WTP to the distribution system (Figure 2). It can be considered as the logger that 
represents the source conditions for fluoride in the Holcomb Boulevard WTP service area. 
Agreement is very good between the continuous recording data logger (solid line) and 
QA/QC grab samples analyzed at the WTP water-quality laboratory and the FOH water-
quality laboratory. 

 
Logger F02 was attached to the main transmission line distributing water from the 

Tarawa Terrace treated water reservoir (Figure 2). The decrease and increase in fluoride 
concentration is significantly attenuated compared with the source logger (F01) because of 
the large volume of water that is contained in the reservoir. Additionally, with this logger, 
two fluoride sensors were used for QA/QC purposes. Comparing the two fluoride sensors 
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(ion2 and ion3 on the graph of F02) with grab sample data indicates very consistent results. 
However, after about 14 days, the logger data appear to show some “drift” in the logger 
calibration with respect to the grab sample data. 

 
Table 3. Hazen-Williams C-factor Values for Holcomb Boulevard and Hadnot Point 
Water Treatment Plant Service Areas, August 2004

Test ID 

Pipe 
Length, ft 
(m) 

Nominal 
Diameter, 
in. 

Flow, 
gpm Pipe Material 

Computed 
C-factor 

Reference 
C-factor* 

CF-H01 848  12 1,603 PVC 161 147 
CF-H02 1,181  8 590 Cast iron 102 97–102 
CF-H03 793 6 564 Cast iron 93 97–102 
CF-H04 1,558 8 715 Cast iron 122 97–102 
CF-H05 700 10 947 Cast iron 77 97–102 
CF-H06 1,416 10 835 PVC 113 147 
CF-H07 1,167 8 835 Cast iron 117 97–102 
CF-H08 1,672 10 920 Asbestos cement 148 150 
*Data from Walski et al. (2003) 
1 in. = 2.52 cm; 1 ft = 0.3048 m; 1 gpm = 0.6309 L/s 
 

Loggers F03 and F04 were attached to hydrants located in family housing areas 
(Figure 2). Data from both loggers are in good agreement with grab sample data and both 
show logger “drift” with respect to calibration after about 10–12 days. Both loggers also 
show nearly identical pulses as the source logger (F01) indicating that there is probably little 
mixing or traveling through complex paths from the WTP to these housing areas. 

 
Loggers F08 and F09 were monitoring elevated storage tanks. Both of these tanks are 

controlling tanks, so that the water level in the tank is allowed to fluctuate as demand varies 
(see previous discussion in section on “Present-Day Operation”). The graphs for loggers F08 
and F09 clearly show the draw and fill cycles of the tanks. The graph for logger F08 shows 
that the fluoride concentration in the distribution system reached a near background level of 
about 0.2 mg/L on September 28. Even so, the elevated storage tank still has water with a 
fluoride concentration of about 0.8 mg/L. Data from logger F09 clearly show a more 
attenuated pattern than the data for logger F08. 

 
Data from all the tests described herein are still being analyzed. These data are being 

used to assist with model calibration and to design a comprehensive field test that will take 
place during summer 2005. The hydraulic and water-quality tests to date have yielded data 
that investigators can use to interpret hydraulic characteristics and water-quality dynamics 
within the distribution systems serving family housing areas of Camp Lejeune. The pressure 
data shown in Figure 5 and the C-factor data listed in Table 2 represent the hydraulic 
characteristics of the distribution systems. Figure 6 shows arrival time data. Figure 7 presents 
fluoride concentration data showing the fill and draw action of elevated storage tanks. These 
represent water-quality data that will be used to gain insight into residence and travel times of 
water-distribution system dynamics. Thus, conducting field tests that yield both hydraulic and 
water-quality parameter data is essential to understanding parameter uncertainty and 
variability. The data also are essential for developing calibrated hydraulic and water-quality 
present-day models at Camp Lejeune to assist the epidemiologic study. 
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Figure 7. Graphs of fluoride concentration at logger locations F01, F02, F03, F04, F08, 
and F09 in the Holcomb Boulevard water treatment plant service area, September–
October 2004 (refer to Figure 2 for logger locations) 

 
Summary 
 

This study presents results from preliminary field-test activities used to gather 
hydraulic and water-quality data at USMCB Camp Lejeune, North Carolina. Field tests to 
date have included: (a) recording system pressures and storage tank water levels, and (b) 
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conducting C-factor, fire-flow, tracer, and travel time tests. The test data are being used to 
assist with hydraulic and water-quality model calibration. They also are being used to plan 
and carryout a more refined, detailed field test of water-distribution systems serving military 
base housing. These activities will assist in providing much needed model parameter data for 
calibrating models of the present-day water-distribution system. The present-day models are 
needed as a first step in reconstructing historical operations during the period 1968–1985, as 
part of an ongoing epidemiologic study of childhood diseases at Camp Lejeune. 
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Tracer Tests for Network Model Calibration
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Abstract

Typical distribution system network model calibration approaches ad-
just roughness coefficient values to match observed pressure and supervisory
control and data acquisition (SCADA) equipment data assuming known
user demands. Pressure data alone, however, do not contain information
related to hydraulic residence time and travel path, making such data less
useful for calibrating both the hydraulic and water quality portions of a
distribution system network model. This study presents a network-wide
dual-tracer field-scale study, coupled with water quality monitoring, to col-
lect a rich data set for evaluating hydraulic and water quality issues. The
raw data illustrate the path-specific information that can be generated be-
yond the use of pressure measurements alone. The observed data are used
to minimally calibrate a distribution system model that is provided by the
utility, and illustrates the use of tracer data for providing confidence with
respect to the predictive ability of the network model. Additional con-
siderations related to automated calibration techniques and the potential
benefits of more accurate distribution system models are discussed.

1 Introduction

Model calibration requires two components: a) data collection and b) calibration
technique. Typical automated calibration techniques incorporate consumer de-
mands based on billing records and total flow data, and adjust pipe roughness
coefficients to fit pressure measurements and storage levels (Walski et al., 2001)
– neither of which relates directly to residence time or flow path, and thus water
quality calibration. The current study has, for the first time, used network-wide
dual-tracer studies (sodium chloride (NaCl) [conductivity] and fluoride) to collect
data that not only relate to residence time and flow path but also to water quality.

∗University of Cincinnati, Cincinnati, OH
†Centers for Disease Control and Prevention, Atlanta, GA
‡Emory University, Atlanta, GA
§Agency for Toxic Substances and Disease Registry, Atlanta, GA
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AA 

AG
AF 

Figure 1: Network study area. Gray circles are monitoring locations. Location
AA is the water treatment plant, whereas AF and AG are transmission mains
that constitute alternate flow paths to the south-western study endpoint.

The rich data set collected during a recent tracer study are presented, as are the
associated model-predicted results that used a minimally calibrated distribution
system model. The discussion addresses future needs for more complete model
calibration techniques and the potential benefits.

2 Study Area Description

A schematic of the study area piping and sampling locations are shown in Figure
1 (this area represents roughly one-half the treatment plant service area). Dis-
tribution system flow paths begin at the single treatment plant source (AA) and
continue through two main transmission lines (AF and AG), leading to two res-
idential/commercial districts (areas 1 and 2). Flow paths continue through area
2 to feed area 1, which is the ultimate output destination for the water quality
study.

Areas 1 and 2 and their respective sampling locations are shown in Figure 2.
Sampling locations AH and AI monitor the two main flow paths through area 2,
which in turn feed area 1 (determined by prior input-output analysis). Sampling
locations AB and AE monitor the two flow paths feeding area 1, and AC and AD
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Figure 2: Area maps 1 and 2 of the main study area. Gray circles are monitoring
locations. Location AA is the water treatment plant, whereas AF and AG are
transmission mains that comprise alternative flow paths to the southwestern study
endpoint.

are interior locations that are affected by increasingly complex sets of flow paths
that have resulted from flow splitting and recombination.

Overall, the portion of the total distribution system being studied is rather
unique. While most distribution systems are highly connected, several miles of
main pipeline (from AA to AF or AB) produce almost plug flow conditions with
little or no mixing or dispersive effects. These long runs of main pipeline lead to
relatively small regions where mixing occurs to varying degrees.

3 Field Test Protocol

A saturated NaCl solution was added to the treatment plant finished water. The
NaCl solution was designed to produce a series of 270 mg/L brine pulses over
a 24-hour period. The 270 mg/L pulse was selected to more than double the
background conductivity (420 µS/cm) and increased the NaCl concentration to
75% of the maximum allowable NaCl concentration based on applicable federal
and state standards. A more detailed chronological protocol follows.

3.1 Monitoring Locations

All field sampling locations were located at fire hydrants using standard hydrant
adaptors. The locations were selected using the distribution system network model
provided by the utility in order to: a) track the volume of water leaving the
treatment plant (AA) along the paths to areas 1 and 2; b) track the splitting and
recombination of water through area 2; and c) provide a focused input-output
data set in area 1, with the outputs selected to have just one input (AC from AB)
and a mixture of inputs (AD from AB and AE) based on model predictions.

Each sampling location was monitored with a continuous conductivity and
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Figure 3: Estimated conductivity and fluoride concentration leaving the treatment
plant during the 24-hour injection period.

temperature analyzer that was housed in a security box and that contained a
grab sampling port. Sample locations AC, AD, and AE also were monitored with
a continuous chlorine and pH analyzer to provide greater temporal resolution at
these locations for the focused study in area 1. Grab samples were collected at
all sampling locations and analyzed in the field for free chlorine and pH. Addi-
tional samples were collected for laboratory fluoride ion (conducted on site) and
total trihalomethane (TTHM) (conducted off site) analysis. In addition to water
quality sampling, additional hydraulic data were provided by a network of nine
pressure loggers co-located with conductivity meters (using separate hydrants).
Five additional pressure loggers were distributed throughout area 1 to provide
additional hydraulic grade line resolution to help determine flow directions.

3.2 Brine Solution and Injection

Approximately 2200 gallons of saturated NaCl solution (350 g/L) were made using
food-grade salt (Morton Culinox 999) and plant finished water. The brine solu-
tion was injected a short distance upstream from a venturi meter using parallel
positive displacement pumps that were flow paced to produce a constant mixed
salt concentration of 300 mg/L (injection + background NaCl).

Figure 3 presents the four designed conductivity concentration pulses during
the 24-hour tracer injection period (time zero in Figure 3 is the start of injection).
The project team was concerned about attenuation and loss of integrity of the
conductivity pulses attributed to flow splitting and recombination in the looped
areas of the distribution system. Therefore, four pulses of varying duration (1, 2,
3, and 2.5 hr) were used to evaluate the effect of pulse duration on signal strength.

Simultaneous with the first salt pulse, the plant fluoride feed was shut down
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for 24 hours (through the final salt pulse). This change in operation was intended
to produce a fluoride ion concentration drop from approximately 0.9 mg/L to the
background level of 0.2 mg/L. It was discovered on site that, in addition to the
plant fluoride feed, fluoride was added at the groundwater wells. Consequently,
the actual change in fluoride concentration was considerably less with an observed
decrease from approximately 0.8 mg/L to 0.5 mg/L.

3.3 Field Water Quality Measurements

The study was designed to measure changes in water quality of the volume of water
leaving the treatment plant during the 24-hour injection period. During the NaCl
injection, and for an estimated 4-5 days residence time after the injection, the
conductivity pulse arrival and other water quality measurements were recorded
by continuous data-logging and grab samples.

At the same time the first salt pulse started, water quality sampling for pH,
temperature, free chlorine, fluoride ion, and TTHM was initiated at the treatment
plant and the two nearest distribution system water quality stations (AF and
AG). Grab samples continued to be taken at locations where the conductivity
tracer had arrived and at locations immediately downstream of the locations with
known tracer arrival. Grab sampling ceased at a location as soon as the tracer
had completely passed.

3.4 Bottle Tests

In addition to field water quality measurements, two bench-scale bottle tests were
conducted using finished water leaving the plant during the 24-hour injection
period. Bottles were filled without head space at the start of the first pulse
and approximately 12 hours afterward (midway through the injection period).
The two tests were conducted to measure any changes in water quality reaction
kinetics due to plant operation changes throughout the day. All bottles were
stored at distribution system temperature in the dark using a water bath that
was continuously flushed with finished water. Bottles were periodically harvested
and sampled to measure pH, temperature, and free chlorine concentration; samples
for laboratory TTHM analysis were also collected.

4 Results and Discussion

4.1 Raw Data

The tracer study produced a tremendous amount of data that can be used to
interpret the hydraulic and water quality dynamics within a distribution system.
Figure 4 presents the type of hydraulic (pressure, conductivity, fluoride) and water
quality (temperature, pH, chlorine, TTHM) data that were collected. These data
were observed at location AD; however, as previously mentioned, this amount
of data was not collected at every location. The conductivity and fluoride data
provide insight into the hydraulic residence time (pulse arrival) and the travel
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Figure 4: Raw data collected from AD. Continuous data include pressure, tem-
perature, pH, conductivity, and chlorine. Grab samples include fluoride, chlorine,
and total trihalomethanes.

path (more complex conductivity signal). The additional data provide information
related to the observed variability at the specific monitoring locations, which can
be important for locations that have difficulty maintaining adequate pressure or
chlorine residuals or that have high disinfectant by-product concentrations.

The raw data can provide additional information by incorporating the spatial
aspects of an actual distribution system. Figure 5 shows the conductivity and
pressure (measured + modeled elevation) data collected along the flow path of
AA-AG-AD. By simply evaluating the raw data in this context, one can observe
information related to hydraulic residence time and the degree of mixing that
occurs at various locations. For this flow path, there is little mixing from AA
(treatment plant) to AG; however, at AD there is significant water mixing resulting
from different travel paths. This type of information also illustrates the limitations
of pressure data alone to represent information about residence time or flow path.
This is not to suggest that pressure measurements are not useful, rather that
the pressure and conductivity data should be viewed as complementary data that
contribute to the overall picture.

One of the initial concerns of the research group was the magnitude of attenu-
ation that might occur over such a long run of pipe. As shown in Figure 5, there is
little attenuation in conductivity signal from AA to AG, indicating that diffusion
processes have little effect on the signal strength. The conductivity signal at AD
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Figure 5: Conductivity and pressure data along flow path AA-AG-AD.

is quite different due to the greater degree of cross connections in area 1 and the
confluence of water entering this area from AB and AE (from area 2).

4.2 Manual Calibration

The tracer and water quality data, coupled with system data, provide a powerful
data set for calibrating a distribution system model. A simple, manual calibration
approach was taken to update the distribution system model provided by the
utility. The calibration approach proportionally adjusted the user demands to
match the total system flow, and altered treatment plant pressure data to match
SCADA data.

Figure 6 shows the model-predicted and observed conductivity pulses at AB
and AD. The model-predicted results for AB agree well with the observed measure-
ments. These results illustrate that the aggregate demands affect the flow through
the main pipe line are well represented. The predicted and observed conductiv-
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ity pulses at AD show significant differences in arrival time (∼6 hours); however,
the predicted values do not capture the smaller peaks observed in the measured
data. These differences are attributed to differences in the local demands that can
affect the travel path of the water in the localized region as well as the fraction
of water coming from the local sources (AB or AE). A more complex calibration
technique would be required to reconcile the local demand differences that result
in the observed conductivity pulses.
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Figure 6: Observed and predicted conductivity time series at AB and AD using
a minimally calibrated hydraulic model.

The ability of the distribution system model to represent water quality param-
eters is also of interest. Figure 7 presents the grab sample and bottle test TTHM
data. The solid symbols represent the average grab sample TTHM concentra-
tion for each monitoring location using the associated average model-predicted
residence time to plot the data. The bars represent the 0.05 and 0.95 quantiles
(assuming the data is normally distributed) of the measured TTHM and estimated
residence time values. The open symbols represent the TTHM measurements from
the bottle tests. In general, the TTHM concentrations from the bottle tests agree
with the concentrations that are based on the residence times predicted by the
distribution system model.

The predicted conductivity and TTHM concentrations appear to be reasonable
with respect to the observed results. Although the model is not perfect, the use
of tracer study data can provide utilities with some degree of confidence in terms
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Figure 7: Experimental total trihalomethane concentrations from bench-scale
tests and averaged THM concentrations based on network model residence times.

of how accurately the model represents reality (e.g., Maslia et al. (2000)). These
data may also determine whether further refinements of the model are necessary.

4.3 Future Considerations

For this study, the model-predicted and observed data are reasonably matched;
however, this portion of the distribution system is relatively simple with long runs
of pipe that behave as plug flow reactors. Most systems are more hydraulically
connected, like AD, and would be more difficult to represent with models devel-
oped by simple calibration techniques. The presented tracer study provides an
approach for collecting information related to hydraulic residence times and travel
paths that can be used within an automated calibration approach. Incorporating
the field-scale hydraulic and water quality data into a network model requires
more complex, automated calibration techniques (recent examples include Lansey
et al. (2001) and Greco and Del Giudice (1999)).

Ultimately, a more accurate hydraulic representation provides opportunities
for calibrating the water quality portion of a distribution system network model,
which, in turn, allows disinfectant decay and by-product formation models to
be evaluated at the field-scale level. In addition to extending the calibration to
include water quality, the current tracer study encompasses multiple days that
provide information for estimating user demand variability, not just uncertainty.
The ability to incorporate residence time and path specific information within
the calibration algorithm, and to generate statistical information related to user
demands, which drive the hydraulics, provide a calibrated model that can be
used in forward-modeling approaches to evaluate more complex issues related to
consumer protection via the distribution system. Two such examples are, but
not limited to, population exposure and health risks associated with carcinogenic
disinfectant by-products and intentional intrusion events.
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5 Summary

This study presents a network-wide dual-tracer field-scale study for collecting in-
formation related to hydraulic residence times and travel paths for a volume of
water leaving the treatment plant. These tracer studies are coupled with water
quality sampling to provide additional information related to disinfectant decay
and by-product formation. The resulting data set is rich with distribution-specific
information that can immediately provide some insight regarding distribution sys-
tem dynamics. Minimal calibration of the available distribution system model to
match SCADA data provides reasonable prediction of the observed results. These
results provide a measure of confidence in the model predictions and illustrate
promise that further calibration could improve the representation of more complex
behavior. New techniques need to be developed to fully utilize the collected data
set. These new techniques will provide opportunities to address more complex
issues, such as population exposure to disinfection by-products or risk associated
with intentional intrusion events.
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Abstract 
 

An emerging and innovative technology that is a possible alternative to manual 
sampling is the use of continuous recording water-quality monitoring equipment (CR-
WQME) for collecting multiple ion-specific tracer data. Advantages of using CR-WQME 
include the ability to record continuously water-quality events (including unplanned events) 
during a tracer test at small time intervals of 15 minutes or less. This recording provides real-
time data when using hand-held logger equipment to query the CR-WQME at each sampling 
location. Also, the labor needed to conduct the test is reduced. Disadvantages could include 
the cost of multiple ion-specific sensors and units for large or complex systems, the effort 
required to calibrate the equipment by setting up a test-site water-quality laboratory, and the 
reliability of the equipment for long-term monitoring events. In this paper the authors assess 
the use of CR-WQME in conducting a tracer test at a military installation in North Carolina. 
Using results obtained from the tracer test, the authors found that CR-WQME is an emerging 
and innovative technology that still requires refinement and the use of some grab samples to 
provide quality-assurance and quality-control procedures during the tracer test. However, 
CR-WQME is an excellent option when designing and conducting multiple parameter tracer 
tests for water-distribution system model calibration activities.  

 
Introduction 
 

The use of water-distribution system models for analyses and assessments of 
contamination events—including historical, current, and future events—requires a calibrated 
water-quality model. Conducting tracer tests by injecting a conservative compound into the 
distribution system (e.g., calcium chloride) or shutting off an additive compound (e.g., 
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sodium fluoride) and collecting concentration data at selected sampling locations can provide 
the information required to calibrate a water-quality model. Spatially large water distribution-
system networks can be complex and could have unknown or variable operational 
characteristics. Collecting water samples (“grab samples”) to capture a unique water-quality 
event, such as the passing of a tracer’s peak concentration at a sampling location, can be cost 
and labor intensive. Also, the tracer front and peak can be missed during the test if a sudden 
or unplanned change in operational characteristics occurs. 

 
Description of Tracer Study 
 
 An ongoing epidemiologic study at U.S. Marine Corps Base, Camp Lejeune, North 
Carolina, requires the use of calibrated water-distribution system models to assess present-
day conditions and historical exposures. To obtain calibration data, a tracer test was 
conducted. The source of sodium fluoride (NaF) at the Holcomb Boulevard water treatment 
plant (WTP) was shut off at 1600 hours on 22 September 2004. The fluoride concentration in 
the distribution system was recorded at nine monitoring locations (Figure 1) and allowed to 
diminish to background levels (~ 0.2 mg/L) through dilution by non-fluoridated water. At 
1200 hours on 29 September 2004 the NaF source at the WTP was turned back on and 
fluoride concentrations in the water-distribution system were recorded until the conclusion of 
the test on 12 October 2004.  
 

Figure 1. Holcomb Boulevard water treatment plant service area and monitoring 
locations (F01–F09). 

 

2 



Presented at ASCE/EWRI Congress 2005, May 15–19, 2005, Anchorage, Alaska, USA 
Manuscript Number 8039 

Continuous recording water-quality monitoring equipment (CR-WQME) was placed 
on the distribution side of the WTP (logger F01, “source location”; Figure 1), at the Tarawa 
Terrace treated water reservoir (ground storage, logger F02), at controlling elevated storage 
tanks (loggers F08 and F09), and at 5 hydrants located in family housing areas in the 
Holcomb Boulevard WTP service area (loggers F03, F04, F05, F06, and F07). Fluoride 
concentrations were recorded using 15-minute intervals. In addition to the CR-WQME, nine 
rounds of water samples were collected at each monitoring location for quality assurance and 
quality control (QA/QC) purposes. For analyses, the samples were split so that 25 mL of the 
grab sample water were analyzed at the Holcomb Boulevard WTP water-quality lab, and the 
remaining 225 mL of water were analyzed by the Federal Occupational Health laboratory in 
Cincinnati, Ohio. 

 
Continuous Recording Water-Quality Monitoring Equipment (CR-WQME) 
 

To record continuously the fluoride concentration, the HORIBA W-23XD dual 
probe, multi-parameter, water-quality monitoring system was used. This system consisted of 
a dual–probe ion detector and a flow cell that fits the double probe W-23XD (Figure 2). The 
probe and flow cell are housed in a plastic protective container—a standard 5-gal (18.9 L) 
water jug (Figure 3). Distribution-system water passes through the flow cell by attaching a 
Dixon A7893 hydrant adapter kit to the sampling location hydrant. The adapter kit is 
configured with a 1/4 NPT brass “T” and two 1/4-in. (6.4 mm) ball valves on each side of the 
brass “T” (Figure 3). One valve was used to control flow into the flow cell, and the other 
valve was used to turn water on and off when obtaining grab samples from the hydrant. The 
complete configuration, consisting of the HORIBA W-23XD probe, flow cell, and 5-gal (18.9 
L) plastic protective water jug, was secured to the hydrant by means of a chain and lock. 
During the test, a continuous discharge of water came from the flow cell and the plastic 
protective container (approximately 1–2 gpm [3.8–7.6 L/m]). To monitor and download 
fluoride data, the HORIBA water-quality control unit was attached to the sensor probe using 
a cable (Figure 4). With the configuration described above, the data logger continued to 
record data while real-time data values were observed using the HORIBA water-quality 
control unit. 

 
The Good 
 
 The good aspect of using the CR-WQME was that it required only three people to 
conduct a field test that lasted 12 days. To start the test, one person calibrated the loggers 
while a second person deployed the loggers at the selected monitoring locations (Figure 1). A 
third person was used to collect grab samples for QA/QC. Once all of the loggers were 
installed at the selected monitoring locations and one round of grab samples was taken, two 
of the field test personnel returned to their office—located  about 500 miles (805 km) away—
while only one person was required to remain on site. The field person collected one round of 
QA/QC samples in the morning and one round in the afternoon. Fluoride concentrations from 
the grab samples from the WTP water-quality lab were reported to the two test personnel who 
were stationed back in the office. The field person also used the water-quality control unit 
(Figure 4) to obtain real-time concentration values and to assess the status of the CR-WQME. 
When field data (logger readings and QA/QC grab samples) indicated that fluoride 
concentrations had decayed to background levels, the one on-site test person communicated 
with WTP personnel to turn the fluoride back on. Thus, the CR-WQME provided a means by 
which a long-duration field test could be conducted with just three people, and only one 
person in the field, thereby reducing the labor costs associated with the test.
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Figure 2.  Photograph showing (A) HORIBA 
W-23XD dual probe ion detector, and (B) 
flow cell, and (C)  Rectus 21KANNMPX, ¼ 
NPT brass connectors. 
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Figure 3. Photograph showing: (A) hydrant adapter kit configur
PSCH0605-16, orange hose for collecting grab sample, (C) Rectus 
hose for supplying flow cell with hydrant water, (D) Rectus PSCH0
for discharging water from flow cell, (E) 5-gal protective plastic wat
HORIBA W-23XD dual-probe ion detector and flow cell, and (F) c
securing equipment to hydrant. 
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Figure 4. Photograph showing HORIBA W-
23XD water-quality control unit and cable 
attached to dual probe ion detector housed in a 
protective plastic 5-gal water jug 
 
 
 
 
 
 
 
 

 When compared with grab sample data at all but one of the monitoring 
locations, good results were obtained using the CR-WQME. Because of space 
limitations, only two graphs of data are shown (Figure 5). Logger F01 was located on the 
main transmission line going from the Holcomb Boulevard WTP to the distribution system 
(Figure 1). This logger represents the source conditions for fluoride in the Holcomb 
Boulevard WTP service area. The data collected by the CR-WQME (solid line), and the 
QA/QC grab samples analyzed at the WTP water-quality laboratory, and the FOH water-
quality laboratory strongly agree. Logger F08 was stationed at a controlling elevated storage 
tank. Therefore, the water level in the tank fluctuates based on demand. The graph for logger 
F08 clearly shows the draw and fill cycle of the tank. When the fluoride concentration in the 
distribution system reached a near–background level of about 0.2 mg/L on September 28, the 
elevated storage tank still contained water with a fluoride concentration of about 0.8 mg/L. 
Additionally, the correlation between the continuously recorded data and the QA/QC grab 
sample data is also very strong. 

 

Figure 5. Graphs of fluoride concentration for loggers F01 and F08 
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The Bad 
 
 When using CR-WQME, two situations still require improvement and technical 
enhancement: the equipment-logger calibration procedures and the occurrence of calibration 
“drift” during the test. The authors’ experience with using the specific equipment described 
here is that approximately 1-hour per ion-specific parameter is required to calibrate the 
equipment. For one parameter this might not be an issue. However, if in addition to fluoride 
concentration, one wanted to gather continuous data for pH, temperature, conductivity, and 
chloride, it could have taken up to 5 hours to calibrate each logger. One technique the authors 
devised to shorten the calibration time was to calibrate each parameter for all loggers at the 
same time by placing all loggers in a water bath (Figure 6).  
 
 Another issue that must be confronted when using CR-WQME is the issue of logger 
calibration “drift.” Because the CR-WQME is connected to a hydrant, it is not possible to re-
calibrate the loggers while the test progresses. If calibration drift becomes significant, the 
data collected by the CR-WQME may not be useful. To determine when logger calibration 
drift becomes significant and continuously recorded data becomes unreliable, at the present 
time, grab samples must still be obtained while continuously recording data. Thus, at the 
present time, requiring the collection of grab samples increases the cost of the test (in terms 
of labor and water-quality laboratory analyses) and limits the long-term usefulness of CR-
WQME. Results from data logger F04 (Figure 7) clearly show logger calibration drift 
occurring after about 10 days. Continuously recorded data on the graph show a marked 
departure from the QA/QC grab sample data. 
 
 

 
 
 
 
 
Figure 6. Photograph showing use of a 
water bath for calibrating multiple loggers. 
 
 
 
 
 

 
 

 
 
 
 
Figure 7. Graph of fluoride concentration 
for logger F04 showing departure of 
continuously recorded data (solid lines) 
from grab sample data (symbols) after 
about 10 days. 
  
 
 

6 



Presented at ASCE/EWRI Congress 2005, May 15–19, 2005, Anchorage, Alaska, USA 
Manuscript Number 8039 

The Ugly 
 
 The most pressing and time-consuming issue pertaining to the use of CR-WQME that 
the authors encountered was reliability of the ion-specific sensors used to measure 
concentrations in the distribution system water. To test the reliability of the fluoride ion 
sensors, several of the loggers were equipped with two sensors (e.g., logger F04 in Figure 7). 
As shown in Figure 7, both sensors (“ION2” and “ION3”) produced consistent and reliable 
results. In other loggers, however, such good results were not observed. In fact, some of the 
sensors were completely unreliable. Examples of this condition are shown in Figure 8 for 
loggers F05 and F07. Logger F05 was equipped with two fluoride sensors; the sensor 
identified as “ION3” shows a marked and complete departure from the sensor identified as 
“ION2” and from grab sample data. Results for Logger F07 show that continuously recorded 
data generally followed the trend of declining fluoride, as did the grab sample data; 
nevertheless, recorded data from this sensor also appear to be unreliable. Thus, without the 
use of more than one sensor or grab sample data for QA/QC, concentration data at these 
monitoring locations would not be reliable for analysis of the water-distribution system or for 
model calibration purposes. 
 
  Because the use of CR-WQME is still an emerging technology, the number of 
vendors supplying the equipment might be limited. As such, the cost of the equipment 
described here, is still high. Thus, if one conducts a test in which 10–20 locations might be 
required to monitor and characterize a water-distribution system properly, the purchase of 
that many CR-WQME could be cost prohibitive at this point in time. 
 

Figure 8. Graphs of fluoride concentration for loggers F05 and F07 showing marked 
departure of continuously recorded data (solid lines) from grab sample data (symbols). 
 
 
Summary 
 
 An emerging and innovative technology that is a possible alternative to manual 
sampling is the use of CR-WQME at sampling locations for collecting multiple ion-specific 
tracer data. Advantages of using CR-WQME include the ability to record continuously water-
quality events during a tracer test at short time intervals of 15 minutes and a significant 
reduction in labor needed to conduct the test. Disadvantages could include the cost of 
multiple ion-specific sensors and units for large or complex systems, the effort required to 
calibrate the equipment by setting up a test-site water-quality laboratory, and the reliability of 
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the equipment for long-term monitoring events. Based on results obtained from the tracer test 
described herein, the use of CR-WQME is an emerging and innovative technology that still 
requires refinement and the use of some grab samples to properly provide QA/QC during the 
tracer test. However, using CR-WQME should be considered as a monitoring option when 
designing and conducting multiple parameter tracer tests for water-distribution system model 
calibration activities. 
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Abstract

Fireflow (or hydrant flow) tests are frequently used in the calibration process for water
distribution system hydraulic models. In such a test, hydrants are opened and flowed at
a high flow rate in order to cause high flows and large head losses in the pipes leading
to the hydrant. When a system is stressed in this manner, the behavior of the
distribution system is more sensitive to factors such as pipe roughness, closed valves,
demands, and PRV settings. By comparing field measurements of flow and pressure to
model results for the same situation, model parameters can be adjusted (calibrated) to
better represent the system behavior. As part of a master plan and hydraulic model
development for The Joint Powers Water Board (JPWB) covering the Green
River/Rock Springs/Sweetwater County area in southwestern Wyoming, fireflow tests
and other field techniques were used to calibrate the detailed model. Approximately 30
fireflow tests were conducted as part of the calibration process. Additional operational
information on the water system (water usage, tank levels, pump operation) was
collected from the SCADA system. Subsequently, the hydraulic model was applied
under the test conditions and parameter adjustments made to bring the model into
better agreement with the field results. The method was found to be most effective in
identifying unexpected closed valves, adjusting PRV settings and behavior, and to a
lesser degree in adjusting roughness coefficients. The logistics, costs, practical
experience and the calibration results are discussed herein.

Keywords
Hydraulic modeling, flow tests, hydrant tests, master planning, model calibration
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BACKGROUND

The Green River, Rock Springs, Sweetwater County-Joint Powers Water Board
(JPWB) is a regionalized water system in Southwest Wyoming. The JPWB was
formed in 1987 for the purpose of providing a joint water supply, treatment and
distribution system(s) to the citizens of Green River, Rock Springs and certain
unincorporated areas of Sweetwater County, Wyoming.

The JPWB’s system is made up of three primary elements: the Water Treatment
Facility located in Green River, the Green River Distribution System, and the Rock
Springs Transmission and Distribution System. The Green River Water Treatment
Facility is a 32 mgd, conventional surface water treatment plant utilizing the Green
River as its source water. The Green River Distribution System is comprised of
approximately 65 miles of mains, three pump stations, four reservoirs, with fourteen
pressure zones. The Rock Springs System is comprised of approximately 25 miles of
transmission line, 115 miles of distribution mains, five pump stations, seven
reservoirs, with twelve pressure zones. In addition to the municipal customers, the
JPWB serves three service districts and one large commercial customer. The
topography served by the JPWB’s system(s) varies from an elevation of 6080’ above
sea level to 6860’. The total population served by the JPWB system is just over 35,000
with an annual consumption of 3 ¼ billion gallons. Figure 1 shows a map of the Green
River-Rock Springs area illustrating the major components in the water system.

In 2005, JPWB commenced a Master Plan Project (MPP) to develop a water
master plan to update and replace the former plan developed in 1990. The existing
steady state, hydraulic models were also in need of updating. A hydraulic model is an
invaluable tool for master planning and thus updating the hydraulic model was
incorporated into the ongoing MPP. To develop the master plan and the associated
hydraulic model, the JPWB applied for and received approval and funding from the
State of Wyoming Water Development Commission (WWDC). The WWDC is a state
funded water and related resource planning program. The WWDC program was
developed to facilitate, plan, design and fund water resource planning projects
throughout the state. The JPWB’s scope of work, RFP process and consultant
selection were all administered by the WWDC. Ultimately, the MPP was awarded to
Nelson Engineering of Jackson, Wyoming. The MPP’s scope was broken up into the
following specific tasks: (1) Future Water Supply Needs, (2) Hydraulic Modeling, (3)
Transmission and Distribution Analysis, (4) Water Quality Modeling, (5) Proposed
Improvements, and (6) Cost Analysis. The Hydraulic Modeling task was completed
first to provide the analytical tools necessary for the remaining MPP’s tasks. This
paper focuses on the Hydraulic Modeling task.

The Hydraulic Modeling task of the MPP was broken into specific sub-tasks: (1)
update the network representation in the current model; (2) assign updated nodal
demands; (3) develop the EPS model; and (4) calibration and validation of the model.
The JPWB desired a well calibrated EPS model, not only for routine hydraulic
analysis, but also for water quality analyses such as chlorine decay analysis and water
age calculations and for analysis of disinfection by-products.

To develop a hydraulic model to the level required of these intended uses
requires a high level of accuracy and confidence. This resulted in a process of
utilizing the best available data and techniques to ensure that the end product is of the
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highest quality available. The first subtask was to update the existing model data; GIS
techniques were utilized to obtain accurate model representation and elevations. Next,
geo-coded meter data was used to locate and aggregate all meter readings to the
nearest node. To develop appropriate demand scenarios, archived SCADA data on the
master billing meters was compiled and used in conjunction with the city’s individual
meter data. This data was analyzed to determine water loss, average daily demands,
maximum/minimum daily demands, and the appropriate diurnal demand patterns. The
next critical step was to calibrate and validate the hydraulic models. An extensive
field program was performed as part of the study to calibrate and validate the model.
The primary components of the field program included: (1) pump tests; (2) hydrant
and PRV flow tests; and (3) tracer tests. Details of the tracer tests are described in
Seppie et al (2006). The present paper describes the procedures and results of the
hydrant flow tests.

Figure 1. Green River-Rock Springs water systems
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HYDRANT FLOW TESTS

Methodology

Hydrant flow tests were performed within the distribution system in order to
assist in determining appropriate pipe roughness values (c-factors), to identify the
presence of closed valves and to further understand the performance of the system. An
advanced technique was used that extended the traditional hydrant flow test
methodology to several hydrants and utilized continuous digital pressure gages
(Grayman et al, 2006). For each test, two hydrants were sequentially and concurrently
flowed in order to depress the hydraulic grade line. For the duration of the test;
pressures were simultaneously measured at up to five hydrants using digital logging
pressure gages. This procedure resulted in five flow scenarios for each test (static
conditions representing normal water usage, flow hydrant # 1 open, flow hydrant # 1
and # 2 open, flow hydrant #2 open, both hydrants closed or a retest of static
conditions) thus increasing the amount of field data available for calibration. It is
recommended that a pressure drop of at least 10 psi is achieved (between static and
both hydrants flowing) in order to ensure that the system is adequately stressed.
Additional operational information on the water system (water usage, tank levels, and
pump operation) was collected from the SCADA system. Subsequently, the hydraulic
model was applied under the test conditions and parameter adjustments made to bring
the model into better agreement with the field results.

Zones that are fed by one or more Pressure Reducing Valve(s) (PVR) require an
extra step before the actual hydrant test is performed. When zones are fed by multiple
PRVs, additional uncertainty is introduced into the calibration process. Each PRV
feeding the zone must be tested in order to ensure it is operating correctly and to
determine the exact pressure setting. This process is necessary to determine the feed
into the zone as well as accurately define the headloss associated with each PRV. The
first step is to isolate each PRV with a downstream hydrant to force a specific flow
through the PRV. The flow from the hydrant is measured using the Pitot meter shown
in Figure 2. The discharge and inlet pressures of the PRV are recorded for each flow
level (or stage) throughout the PRV’s operating range. The second step is to evaluate
the flow and pressure results based on tables and curves provided by the PRV
manufacture. From this analysis it can be determined if the PRV is operating correctly
and the appropriate headloss coefficient to use in the calibration. This process must be
repeated for each PRV in the system.

In the case of multiple PRVs feeding a zone, the relative location of these PRV’s
must be considered when designing a hydrant flow test within that zone. If the PRV’s
are located relatively close together, and thus the exact operation of these valves is
uncertain, it is recommended that all but the dominant valve be turned off. This will
guarantee the source of the flow for the hydrant test is known and from the previously
conducted PRV test, the headloss will also be accurate.

World Environmental and Water Resources Congress 2008 Ahupua'a © 2008 ASCE
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A photograph of one of the hydrants being flowed is shown in Figure 2.

Figure 2. Flow measurement during a hydrant flow test

Example Hydrant Flow Test

In order to demonstrate the methodology, logistics and results of this technique,
one of the flow tests is presented in detail. This test was performed in the northern part
of the Green River water system. This part of the water system is largely isolated from
the remainder of the Green River system and is fed from a tank. Figure 3 shows the
piping in this part of the system and the placement of the two flow hydrants (Q1,Q2)
and the four hydrants equipped with digital pressure gages (P1-P4).

This test was the first of the hydrant flow tests that was done as part of the model
development and calibration process. A three-person crew performed this test on the
afternoon of September 29, 2005. The continuous pressure measurements for the four
hydrants are displayed in graphical form in Figure 4. The results of the test are
summarized in Table 1.

Table 1. Measured and Modeled Hydrant Flow Test Results

Static --- --- 92 90 90 95.5 95 95 106 105 105 89 91 88
1 1051 --- 72.5 84 72 76 87 77 87 99 88 78 86 79
2 767 900 46.5 70 49 52.5 77 54 64 86 64 65.5 77 67
3 --- 1118 71.5 83 69 75.5 88 74 86 97 84 77.5 86 78

Static --- --- 92 90 90 95.5 95 95 106 105 105 88 91 88

North Side Zone DATE: 9/29/05 TIME: 16:40 to 17:00
Pressure Hydrant#1 Pressure Hydrant#2 Pressure Hydrant#3 Pressure Hydrant#4

Scenario
Q 1

(gpm )
Q 2

(gpm )
Field
data

O rig.
M odel

Adj.
M odel

Field
data

O rig.
M odel

Adj.
M odel

Field
data

O rig.
M odel

Adj.
M odel

Field
data

Orig.
M odel

Adj.
M odel
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Figure 3. North Green River distribution system showing hydrants used in flow test

Following the test and the development of the hydraulic model, the model was
used to simulate the conditions observed during the test. Measured and modeled
pressures are shown in Table 1. During the static part of the test, the measured and
modeled pressures were all within plus or minus 3 psi and the average difference was
1.5 psi. Calibration was assumed to be achieved when the maximum difference in
pressures is less than 3.5 psi. However, during the part of the test when the hydrants
were being flowed, there were very significant differences between measured and
modeled pressures. In all cases while the hydrants were being flowed, the modeled
pressures exceeded the measured pressures by significant amounts. The difference
ranged from 8.0 to 24.5 psi and the average deviation was 14.0 psi.

This pattern of similar values for pressure during static conditions and
significantly higher modeled pressures when the hydrants were being flowed
suggested the presence of closed valves in the system. Though this type of difference
could also be caused by inaccurate roughness coefficients in the model (i.e., Hazen
Williams coefficients that were much too high in the model), the large magnitude of
the difference suggested closed valves. Based on these observations, the City
undertook an extensive valve inventory program. A total of ten closed valves were
found in this and adjacent parts of the water distribution system. When these valves
were closed in the model, the agreement between measured and modeled pressure was
greatly improved. The pressure difference then ranged between 0 and 2.5 psi with the
average of absolute differences of only 1.3 psi.
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Q 1

FR
O
M
TA
NK

4”
6”
8”

LEGEND

Pressure
hydrant
Flow
hydrant

1000 feet

N

Scale

P4

P2

P3

P1

Q 2

Q 1
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World Environmental and Water Resources Congress 2008 Ahupua'a © 2008 ASCE



7

North Side HydrantFlow Test
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Figure 4. Pressure variations during the hydrant flow test at four hydrants

Summary of Results

Approximately 30 flow tests were run covering the entire study area. Each
hydrant flow test was conducted by a 3-person crew and took approximately 1.5 hours
to set up and perform. The tests resulted in the identification of many closed valves,
some roughness coefficients that differed from the initially assumed literature values,
and in several cases, incorrect PRV settings that significantly affected the model
results. The total labor requirements for the hydrant flow tests including planning and
data analysis was approximately 250 person-hours. The field equipment (five
continuous pressure gages and two diffuser/pitot gages) cost approximately $4000.

In most cases, the differences between the measured and modeled pressures at
the hydrants were greater than would be acceptable for a calibrated model. At that
point, the modeler must act as a detective to deduce what changes may be needed in
order to bring the model into calibration. Initially a trial and error process was used to
identify likely needed changes. After the evaluation of several flow tests was
completed, trends evolved and the level of effort to identify needed changes decreased.

SUMMARY AND CONCLUSIONS

The Green River, Rock Springs, Sweetwater County - Joint Powers Water Board
(JPWB) is in the process of updating their Master Plan. An important component of

World Environmental and Water Resources Congress 2008 Ahupua'a © 2008 ASCE
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this work is a significant upgrade of their hydraulic model. The resulting detailed
model is intended to serve a variety of purposes including water quality analysis. In
order to support these diverse applications, an extensive field investigation and
calibration/validation program is being performed. The general methodologies that are
being applied in the development and calibration of the hydraulic model are described
in the literature. However, the field studies including the tracer tests and the multi-
hydrant automated flow tests are still cutting edge technologies that are far from
routine procedures. Since neither of these technologies had been applied previously in
this part of the country nor had the primary consulting firm used these methodologies
in the past, there was both a significant learning curve associated with their application
and adaptations that were needed to apply the technologies to the local case. To
overcome the lack of previous experience, a methodical engineering approach was
used including detailed planning, testing and implementation procedures. This
resulted in a highly successful field study that yielded no major problems. However, it
also resulted in a larger degree of effort (labor hours) than had been anticipated. This
can be minimized through proper implementation of a valve and PRV testing and
maintenance program prior to performing the hydrant test.

The authors credit the Wyoming Water Development Commission for their
foresight in funding these advanced techniques used in calibrating and validating the
JPWB’s system model. The experience and knowledge gained during the course of
this study will benefit not only the JPWB and the project’s consultants, but also future
water system studies throughout the state.
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Abstract
The use of online monitors for conducting a distribution system tracer study is 
proving to be a helpful tool to accurately understand the flow dynamics in a 
distribution system.  In a series of field tests sponsored by the U. S. Environmental 
Protection Agency (EPA) and the Greater Cincinnati Water Works (GCWW) in 
2002-2003, a food-grade calcium chloride tracer was introduced into a water system 
network and the movement of the chemical was traced using strategically placed 
automated online conductivity meters (in conjunction with a limited grab sampling 
program).  The benefits and results of this field testing effort are discussed in this 
paper.

Disclaimer
This paper has been reviewed in accordance with the EPA's peer and
administrative review policies and approved for presentation and publication.  The 
mention of trade names or commercial products in this paper does not constitute 
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endorsement or recommendation for use by the authors, or by their respective 
employers.  The trade names have been included to accurately represent the 
equipment used for the purpose of testing and evaluation.

Introduction
Historically, tracer studies of distribution systems have been performed using grab 
sampling techniques.  The grab sampling techniques work well in many situations,
but have inherent limitations.  For example, in complex looping distribution systems,
the magnitude and direction of the water flow may change multiple times depending 
upon the instantaneous demand in the vicinity of the pipe.  In a dead-end type 
situation, it is hard to predict and accurately monitor for tracer arrival.  Besides, 
round-the-clock manual monitoring is expensive, unsafe, and may often result in 
missed tracer peaks.  In heavy traffic and unsafe areas, frequent grab sampling is also 
difficult.  Furthermore, relying solely on grab sampling may be impractical if the 
study area is large, the tracer front is moving rapidly, or a high frequency of sampling 
is desired.  These phenomena can make it difficult to accurately understand the 
distribution system and calibrate a hydraulic and water quality model using grab 
sampling for certain networks and locations.  In these cases, automatic continuous 
monitoring is the best choice, although some grab samples are recommended for 
confirmation purposes.  

EPA and GCWW were the first large-scale users of online monitors as a central focus 
for distribution system tracer studies.  In a series of field studies, the study team 
introduced calcium chloride (tracer) into a water distribution system and traced the 
movement of the chemical using automated conductivity meters strategically placed 
throughout the study area.  Four separate tests were conducted representing 1) a small 
urbanized residential area, 2) a large urbanized residential area, 3) a small dead-end 
suburban residential area, and 4) a large suburban residential area pressure zone.  
Similar tracer studies have been subsequently conducted utilizing a combination of 
online monitors and grab samples by the Centers for Disease Control (CDC) using 
both fluoride and sodium chloride as tracers in Hillsborough County, Florida 
(Boccelli et al., 2004) and by the Agency for Toxic Substances and Disease Registry 
(ATSDR) using fluoride and calcium chloride on a large military base. 

This paper presents the results from the EPA/GCWW field testing efforts at a small 
dead-end suburban residential area.

Study Objectives and Site Selection
The small dead-end suburban residential study area is part of a larger pressure zone.  
It was selected because of the relatively compact size (approximately 1 mile long) of 
the water distribution network, fed by a single feeder pipe with no additional storage.  
As a result, the movement of the tracer was relatively rapid through the system and it 
could be monitored in great detail with continuous meters placed at several locations 
in the system.  The schematic layout of this subsystem, the location of the injection 
site and the monitoring locations for this field test are shown in Figure 1. The 
movement of the tracer was monitored using 20 continuous conductivity meters (to 



3 of 8

measure specific conductance) located throughout the study area (as shown in Figure
1).  The continuous monitoring effort was complemented with periodic manual grab 
sampling.  Additionally, four ultrasonic flow meters were installed in the study area 
to provide continuous water flow rate measurements at key locations.  

The primary objective of this field-site test was to study the effect of the level of 
EPANET model refinement (e.g., skeletal vs. full pipe, demand allocation, simulation 
time-step) and calibration of the study area specific distribution system model on the 
ability of the EPANET model to accurately represent the system.  EPANET is a 
public domain computer program distributed by EPA.  EPANET performs extended 
period simulation of hydraulic and water-quality behavior within pressurized pipe 
networks.

Figure 1. Schematic Layout of the Small Dead-End Suburban Residential 
Study Area

Field Test Overview
Calcium chloride (tracer) was introduced as two separate pulses during the field 
study.  The first two- hour pulse (target chloride concentration of 120 mg/L) was 
followed by a 2.5-hour period of no tracer introduction and then followed by a second 
pulse (target chloride concentration of 190 mg/L) for 2 hours duration.  The tracer 
injection rate was calculated based on the expected water flow rate in the pipe and the
tracer concentration in the calcium chloride stock solution.  The resulting 
concentration of the tracer in the distribution system (just downstream of the injection 
point) was carefully monitored to insure that the resulting chloride concentration did 
not exceed the secondary maximum concentration limit (MCL) of 250 mg/L for 
chloride.  The downstream chloride concentration was monitored at the first 
continuous monitoring location shown in Figure 1 (CM09, approximately 100 feet 
downstream of the injection point), with an expected travel time of approximately 10 
minutes.  However, unexpected variations in flow through the main pipe and, tracer 
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travel time delays resulted in the chloride values slightly exceeding the target level 
for a very short period before the injection rate could be adjusted.

For the purposes of analysis and calibration, the conductivity readings at various 
continuous monitor (CM) locations were converted to chloride concentrations using a 
relationship developed from conductivity and chloride measurements performed on 
several samples in the laboratory.  Figure 2 shows the relationship between 
conductivity and chloride; both the best-fit linear and polynomial relationships are 
shown.  This conversion was necessary because conductivity is not always a 
completely linear parameter and, as a result, cannot be exactly simulated in a water 
distribution system model.  The converted continuous chloride concentrations were 
then compared to the manually collected data for quality control purposes.  

Polynomial Fit 
y = 0.0006x2 - 0.1004x - 21.164

R2 = 0.9883

Linear Fit 
y = 0.5381x - 173.55

R2 = 0.9693
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Figure 2. Conductivity vs. Chloride Plot

The continuous monitoring instruments provided round-the-clock minute-by-minute 
data and the grab sampling data allowed for corrections and adjustments of 
continuous monitoring data (in situations where some of the automated conductivity 
meters failed to log time correctly).

Study Results
The preliminary results indicated some discrepancy between the EPANET-model 
predicted values and the actual field-verified values, indicating the need for model 
refinement and re-calibration to improve the prediction capability of the EPANET 
model.  Therefore, EPANET modeling was performed to evaluate the following four 
levels of model refinements:
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Level 1 (prior to calibration):  A skeletonized EPANET model was used with the 
original hourly demand pattern and a time step injection pattern of 60 minutes.

Level 2:  The same as Level 1, but a refined 10-minute time step pattern for injection 
was used along with the conversion of the original hourly demand patterns to 10-
minute patterns.  Additional demand nodes were added to represent the water usage at 
the continuous monitoring stations.

Level 3:  The same as Level 2, with a refined demand pattern for each node using the 
field-measured flow data, adjustment for a large industrial user of water in the study 
area (based on data obtained during the study) and the available residential water 
billing information.

Level 4:  The same as Level 3, with a detailed all-pipe (non-skeletonized) EPANET 
model.

The results of the four-stage model refinement and calibration process are shown in 
Figure 3, for a continuous monitoring location (CM-18 in Figure 1) located on the 
main feeder pipe.  As illustrated, the improvements in the demand estimates and 
inclusion of the system details in the all-pipe model resulted in a vast improvement in 
the model’s prediction ability for that monitoring location.  Similar improvements 
(but, to a lesser extent) were found for most monitoring locations on the main pipe.
The improvements in the case of CM18 are greater because the large industrial user 
was located close to CM18.

Level 1 – no calibration
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Figure 3.  Comparison of Model Vs. Field Results for Continuous Monitor 
Location CM-18 at Various Calibration and Refinement Stages 

The calibration of the “looped” portion (referring to the portion of the network on the 
bottom right hand side of Figure 1) of the water distribution network proved to be 
more difficult and the results for some monitoring locations on the looped piping 
were less satisfactory.  The most problematic were continuous monitoring locations 
CM-02 and CM-04 shown in Figure 1.  Monitoring station CM-02 was located near 
the confluence of two separate loops, with the actual monitored connection being 

Level 2 – Finer time resolution

Level 3 – Improved demand data

Level 4 – All pipe model
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slightly offset from the junction node.  Examination of the model results showed that 
flow reached that junction from both directions, and small variations in the amount of 
flow in each of the loops resulted in very different travel times.  The complex travel 
pattern, associated with the offset location of the monitoring station, resulted in poor 
prediction of travel time to that station.  Also, monitoring station CM-04 is located at 
the end of a dead-end pipe section and travel to this node is strongly influenced by 
demands at the very far end of the dead-end section.  It is postulated that dispersion
and laminar flow, which are not represented in the EPANET model, may have had an 
influence on the peak concentration due to the very low velocities in the dead end 
pipe.  However, for monitoring location CM-03 located in the main part of the 
looping system, agreement between the model-predicted and field data was quite 
good.

Conclusions
The study results illustrate that continuous monitoring data played a key role in the 
successful calibration of the model.  The EPANET modeling time step adjustments 
and the quick reaction to the tracer concentration would not have been possible 
without the use of continuous monitors.  The continuous monitoring of the flow 
allowed for the adjustment in water demand inputs which also played a key role in 
successful calibration and refinement of the model.  The results also illustrate that,
depending upon the level of refinement (and calibration), there is a significant 
variation in the capability of the EPANET model to accurately represent the system.  
In general, the parts of the network that are configured as trees (main stem with 
branches) are more easily calibrated by making adjustments in demands.  For looping 
parts of the system and at dead-ends, results are very sensitive to small variations in 
demands and system configuration, leading to the possibility of significant prediction 
errors at some locations. 

Recent technology developments and application of online monitoring technology has 
greatly improved the level of information captured during a tracer study event.  The 
results from this study and the ongoing improvements in online monitoring 
technology provide a promise for similar applications in the future.  With increased 
availability of these technologies, costs associated with continuous monitoring are 
expected to decrease so that larger utilities can afford to purchase and routinely use 
the equipment, and consulting engineers can affordably offer these services to smaller 
utilities.   The application of this technology has the potential for providing new 
insights on how water distribution systems may be operated and designed to improve 
water quality.  

The use of continuous monitoring results in a large amount of data document ing
minute-by-minute changes in water quality at various points of a network.  Therefore, 
these systems require a relatively high level of sophistication in terms of data 
management, including the capability to generate real-time reports, graphical and 
visual representation of information and compliance reports for meeting drinking 
water standards. 
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Foreword 

The U.S. Environmental Protection Agency (EPA) is charged by Congress with protecting the Nation’s 
land, air, and water resources. Under a mandate of national environmental laws, the Agency strives 
to formulate and implement actions leading to a compatible balance between human activities and 

the ability of natural systems to support and nurture life. To meet this mandate, EPA’s research program 
is providing data and technical support for solving environmental problems today and building a 
science knowledge base necessary to manage our ecological resources wisely, understand how 

pollutants affect our health, and prevent or reduce environmental risks in the future. 

The National Risk Management Research Laboratory (NRMRL) is the Agency’s center for investigation 

of technological and management approaches for preventing and reducing risks from pollution that 
threaten human health and the environment. The focus of the Laboratory’s research program is on 
methods and their cost-effectiveness for prevention and control of pollution to air, land, water, and 

subsurface resources; protection of water quality in public water systems; remediation of contaminated 
sites, sediments and groundwater; prevention and control of indoor air pollution; and restoration of 
ecosystems. NRMRL collaborates with both public and private sector partners to foster technologies 

that reduce the cost of compliance and to anticipate emerging problems. NRMRL’s research provides 
solutions to environmental problems by: developing and promoting technologies that protect and 
improve the environment; advancing scientific and engineering information to support regulatory 

and policy decisions; and providing the technical support and information transfer to ensure 
implementation of environmental regulations and strategies at the national, state, and community 
levels. 

This publication has been produced as part of the Laboratory’s strategic long-term research plan. It is 
published and made available by EPA’s Office of Research and Development to assist the user 

community and to link researchers with their clients. 

Sally Gutierrez, Director 
National Risk Management Research Laboratory 
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Chapter 1 
Introduction 
Drinking water utilities in the United States (U.S.) 
and throughout the world face the challenge of 
providing water of good quality to their consumers. 
Frequently, the water supply is derived from surface 
water or groundwater sources that may be subject to 
naturally occurring or accidentally introduced 
contamination (ILSI, 1999; Gullick et al., 2003). In 
other cases, routine upstream waste discharges or 
purposeful contamination of the water can diminish 
the quality of the water.  The treated water may be 
transmitted through a network of corroded or 
deteriorating pipes. All of these factors can result 
in degradation in the quality of the water delivered 
to customers. 

In the U.S., drinking water quality has to comply 
with federal, state, and local regulations. This is 
based on selected physical, chemical, and biologi
cal characteristics of the water.  The U.S. Environ
mental Protection Agency (EPA) has promulgated 
many drinking water standards under the Safe 
Drinking Water Act (SDWA) of 1974.  These rules 
and regulations require that public water systems 
(PWSs) meet specific guidelines and/or numeric 
standards for water quality.  The SDWA defines a 
PWS as a system that serves piped water to at least 
25 persons or 15 service connections for at least 60 
days each year. For the purposes of this reference 
guide, PWSs are referred to as utilities. 

The SDWA has established two types of numeric 
standards. The first type of standard is enforceable 
and referred to as a maximum contaminant level 
(MCL). The other non-enforceable standard is 
referred to as a maximum contaminant level goal 
(MCLG). MCLGs are set at a level at which no known 
or anticipated adverse human health effects occur. 
Where it is not economically or technologically 
feasible to determine the level of a contaminant, a 
treatment technique (TT) is prescribed by EPA in lieu 
of establishing an MCL. For example, Giardia is a 
microbial contaminant that is difficult to measure.  To 
ensure proper removal, experimental work has 
established optimum treatment conditions for the 
water at a specified pH, temperature, and chlorine 
concentration for a specified length of time to achieve 
a fixed level of inactivation. 

Compliance with MCL and TT requirements is 
typically ensured by requiring that water utilities 
periodically monitor various characteristics of the 
treated water.  In summary, the EPA Guidelines and 
Standards are designed to ensure that drinking 
water is adequately treated and managed by water 
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Removing contaminants from drinking water can be 
expensive. Depending upon the type and level of 
contaminant(s) present in the source water, utilities can 
choose from a variety of treatment processes. These 
individual processes can be arranged in a “treatment 
train” (a series of processes applied in a sequence). 
The most commonly used treatment processes include 
coagulation/flocculation, sedimentation, filtration, and 
disinfection. Some water systems also use ion ex
change, membrane separation, ozonation, or carbon 
adsorption for treatment. The basic treatment options 
are briefly discussed later in this chapter.  As an 
example, Figure 1-1 depicts the water treatment 
process implemented by the Greater Cincinnati Water 
Works (GCWW) at the Miller Plant on the Ohio River. 

Presettling Final settling occurs,removes most solids water prepared 
Further settling for final treatment 

occurs in reservoir 

pH adjusted 

Settling aids addedOhio River 

Intake 

Pumps 

To distribution

system


Sand andGranular activated 
gravel filter 

water 

Furnace 
cleans carbon 

for reuse 

organics 
carbon removes 

pH adjusted, 
chlorine added, 
fluoride added 

Reservoir 

Figure 1-1. Water Treatment Process at the Miller 
Plant on the Ohio River (Adapted from: GCWW 2005). 

utilities to support public safety, protect public 
health, and promote economic growth (Clark and 
Feige, 1993). 

Disinfection of drinking water is considered to be one 
of the major public health advances of the 20th 
century.  The successful application of chlorine as a 
disinfectant was first demonstrated in England. In 
1908, Jersey City (NJ) initiated the use of chlorine for 
water disinfection in the U.S. This approach subse
quently spread to other locations, and soon the rates 
of common epidemics such as typhoid and cholera 
dropped dramatically.  Today, disinfection is an 
essential part of a drinking water treatment train. 
Chlorine, chlorine dioxide, and chloramines are most 
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While disinfectants are effective in controlling many 
microorganisms, they can react with naturally occurring 
organic (and/or inorganic) matter (NOM) in the treated 
and/or distributed water to form potentially harmful 
disinfection byproducts (DBPs). Many of these DBPs 
are suspected of causing cancer, reproductive, and 
developmental problems in humans.  To minimize the 
formation of DBPs, EPA has promulgated regulations 
that specify maximum residual disinfectant level goals 
(MRDLGs) for chlorine (4 milligrams per liter [mg/L] as 
chlorine), chloramines (4 mg/L as chlorine), and 
chlorine dioxide (0.8 mg/L as chlorine dioxide). In 
addition, MCLs for the DBPs total trihalomethanes 
(TTHMs) and haloacetic acids (HAA5) have been 
established as 0.080 and 0.060 mg/L, respectively.  The 
TTHMs include chloroform, bromodichloromethane, 
dibromochloromethane and bromoform. The HAA5 
include monochloroacetic acid, dichloroacetic acid, 
trichloroacetic acid, monobromoacetic acid and 
dibromoacetic acid. In order to meet these require
ments, utilities may need to remove the DBP precursor 
material from the water prior to disinfection by apply
ing appropriate treatment techniques or modify their 
disinfection process. 

often used because they are very effective disinfec
tants, and residual concentrations can be maintained 
in the water distribution system. Some utilities (in the 
U.S. and Europe) use ozone and chlorine dioxide as 
oxidizing agents for primary disinfection prior to the 
addition of chlorine or chlorine dioxide for residual 
disinfection. The Netherlands identifies ozone as the 
primary disinfectant, as well as common use of 
chlorine dioxide, but typically uses no chlorine or 
other disinfectant residual in the distribution system 
(Connell, 1998). 

Prior to the passage of the SDWA of 1974, most 

Some important distribution system water quality 
concerns are: maintenance of proper disinfectant levels; 
minimization of DBP formation; turbidity, taste, color, 
and odor issues; distribution tank mixing and utiliza
tion; main repair and pressure stabilization; flow 
management; cross-connection control and back-flow 
prevention. 

Some water quality goals are contradictory.  For 
example, an important goal is to maintain a positive 
disinfectant residual in order to protect against micro
bial contamination. However, DBPs (TTHMs) will 
increase as water moves through the network as long as 
disinfectant residual and NOM is available. Other DBPs 
(HAA5) are degraded biologically when free chlorine or 
chloramines are nearly absent. 

drinking water utilities focused on meeting drink
ing water standards at the treatment plant, even 
though it had long been recognized that water 
quality can deteriorate in a distribution system. 
The SDWA introduced a number of MCLs that must 
be measured at various monitoring points in the 
distribution system.  Consequently, water quality in 
the distribution system became a focus of regula
tory action and of major interest to drinking water 
utilities. Subsequently, utilities worked with 
various research organizations (including EPA) to 
understand the impact of the distribution system on 
water quality.  The collective knowledge from this 
research has been applied to improve the quality of 
water delivered to the consumer (Clark and 
Grayman, 1998). 

Prior to September 11, 2001 (9/11), few water utilities 
were using online monitors in a distribution system as a 
means of ensuring that water quality was being main
tained and addressed in cases of deviation from estab
lished ranges. Now the enhanced focus on water 
security has led EPA and water utilities to collectively 
evaluate commercial technologies to remotely monitor 
the distribution system water quality in real-time. As a 
part of an evolutionary process, in the future, these 
monitoring technologies are expected to be integrated 
with computer modeling and geospatial technologies. 
This evolution of monitoring and modeling technolo
gies can potentially minimize the risks from drinking 
water contaminants in distribution systems. 

This reference guide has been prepared to provide 
information to drinking water utilities and research
ers on the state of the art for distribution system 
management and modeling. Guidance is provided 
on the application of advanced modeling tools that 
can enhance a utility’s ability to better manage 
distribution system water quality.  This introduc
tory chapter provides the basic concepts, which 
include: 

•	 Distribution system – infrastructure design and

operation (definitions and overview).


•	 Water quality problems and issues (a brief

review).


•	 Regulatory framework (an overview). 

•	 Assessment and management of water quality

(current practices).


•	 Advanced tools for water quality management

(in distribution systems).


Subsequent chapters will provide more details on 
related concepts and tools. 
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1.1 Distribution System 
Infrastructure Design and 
Operation 

Distribution system infrastructure is a major asset of a 
water utility, even though most of the components are 
either buried or located inconspicuously.  Drinking 
water distribution systems are designed to deliver 
water from a source (usually a treatment facility) in 
the required quantity, quality, and at satisfactory 
pressure to individual consumers in a utility’s service 
area. In general, to continuously and reliably move 
water between a source and a customer, the system 
would require storage reservoirs/tanks, and a network 
of pipes, pumps, valves, and other appurtenances. 
This infrastructure is collectively referred to as the 
drinking water distribution system (Walski et al., 2003). 

1.1.1 Key Infrastructure Components 
A detailed description of the various distribution 
system infrastructure components is readily available 
from other sources and beyond the scope of this 
document. However, for the purposes of establishing 
the basics, this section includes a brief discussion of 
the uses of the major components, their characteris
tics, general maintenance requirements, and desirable 
features. 

1.1.1.1 Storage Tanks/Reservoirs 
Tanks and reservoirs are used to provide storage 
capacity to meet fluctuations in demand, to provide 
reserves for fire-fighting use and other emergency 
situations, and to equalize pressures in the distribu
tion system. The most frequently used type of storage 
facility is the elevated tank, but other types of tanks 
and reservoirs include in-ground tanks and open or 
closed reservoirs. Materials of construction include 
concrete and steel. An issue that has drawn a great 
deal of interest is the problem of water turnover 
within storage facilities. Much of the water volume in 
storage tanks is dedicated to fire protection. Unless 
utilities make a deliberate effort to exercise (fill and 
draw) their tanks, or to downsize the tanks when the 
opportunity presents itself, there can be both water 
aging and water mixing problems. The latter can lead 
to stratification and/or large stagnant zones within the 
water volume. Some of these issues will be discussed 
later in this document. 

1.1.1.2 Pipe Network 
The system of pipes or “mains” that carry water from 
the source (such as a treatment plant) to the consumer 
is often categorized as transmission/trunk, distribu
tion, and service mains. Transmission/trunk mains 
usually convey large amounts of water over long 
distances, such as from a treatment facility to a 
storage tank within the distribution system. Distribu
tion mains are typically smaller in diameter than the 
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transmission mains and generally follow city streets. 
Service mains are pipes that carry water from the 
distribution main to the building or property being 
served. Service lines can be of any size, depending 
on how much water is required to serve a particular 
customer, and are sized so that the utility’s design 
pressure is maintained at the customer’s property for 
the desired flows. The most commonly used pipes 
today for water mains are ductile iron, pre-stressed 
concrete, polyvinyl chloride (PVC), reinforced 
plastic, and steel. In the past, unlined cast iron pipe 
and asbestos-cement pipes were frequently used. 
Even a medium-sized water utility may have thou
sands of miles of pipes constructed from various types 
of materials, ranging from new, lined or plastic pipes 
to unlined pipes that are more than 50 years old. Over 
time, biofilms and tubercles attached to pipe walls can 
result in both loss of carrying capacity and a significant 
loss of disinfectant residual, thereby adversely 
affecting water quality (Clark and Tippen, 1990). 
Figure 1-2 depicts the various distribution system 
interactions that may adversely affect water quality. 

Figure 1-2. Distribution System Interactions that Affect 
Water Quality (Adapted from: MSU, 2005). 

The mains should be placed in areas along the public 
right of way, which provides for ease of access, 
installation, repair, and maintenance.  Broken or 
leaking water mains should be repaired as soon as 
possible to minimize property damage and loss of 
water.  In the past, it has been standard practice to 
maintain the carrying capacity of the pipe in the 
distribution system as high as possible to provide the 
design flow and keep pumping costs as low as 
possible. However, there has been recent concern that 
excess capacity can lead to long residence times and 
thus contribute to deterioration in water quality. 

1.1.1.3 Valves 
There are two general types of valves in a distribution 
system: isolation valves and control valves. Isolation 
valves are used in the distribution system to isolate 
sections for maintenance and repair and are typically 
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located in a system so that the areas isolated will 
cause a minimum of inconvenience to other service 
areas. Maintenance of the valves is one of the major 
activities carried out by a utility.  Many utilities have 
a regular valve-turning program in which a percentage 
of the valves are opened and closed on a regular basis. 
It is desirable to turn each valve in the system at least 
once per year.  In large systems, this may or may not 
be practical, but periodic exercise and checking of 
valve operations should occur.  This practice mini
mizes the likelihood that valves will become inoper
able due to corrosion. The implementation of such a 
program ensures that, especially during an emergency, 
water can be shut off or diverted and that valves have 
not been inadvertently closed. 

Control valves are used to regulate the flow or 
pressure in a distribution system.  Typical types of 
control valves include pressure-reducing valves, 
pressure-sustaining valves, flow-rate control valves, 
throttling valves, and check valves. 

1.1.1.4 Pumps 
Pumps are used to impart energy to the water in order 
to boost it to higher elevations or to increase pressure. 
Routine maintenance, proper design and operation, 
and testing are required to insure that they will meet 
their specific objectives. Pump tests are typically run 
every five to ten years to check the head-discharge 
relationship for the pump. Many system designers 
recommend two smaller pumps instead of one large 
pump to ensure redundancy. 

1.1.1.5 Hydrants and Other Appurtenances 
Hydrants are primarily a part of the fire-fighting 
infrastructure of a water system. Although water 
utilities usually have no legal responsibility for fire 
flow, developmental requirements often include fire 
flows, and thus, distribution systems are designed to 
support needed fire flows where practical (AWWA, 
1998). Proper design, spacing, and maintenance are 
needed to insure an adequate flow to satisfy fire-
fighting requirements. Fire hydrants are typically 
exercised and tested periodically by water utility or 
fire department personnel. Fire-flow tests are con
ducted periodically to satisfy the requirements of the 
Insurance Services Office (ISO, 2003) or as part of a 
water distribution system calibration program. Other 
appurtenances in a water distribution system include 
blow-off valves and air release valves. 

1.1.2 Basic Design and Operation Philosophy 
A detailed understanding of “how water is used” is 
critical to understanding water distribution system 
design and operation. Almost universally, the manner 
in which industrial and residential customers use 
water drives the overall design and operation of a 
water distribution system.  Generally, water use varies 

Conservative design philosophies, aging water supply 
infrastructure, and increasingly stringent drinking water 
standards have resulted in concerns over the viability of 
drinking water systems in the U.S. Questions have been 
raised over the structural integrity of these systems as 
well as their ability to maintain water quality from the 
treatment plant to the consumer.  The Clean Water and 
Drinking Water Infrastructure Gap Analysis (EPA 2002), 
which identified potential funding gaps between 
projected needs and spending from 2000 through 2019, 
estimated a potential 20-year funding gap for drinking 
water capital, and operations and maintenance, ranging 
from $45 billion to $263 billion, depending on spend
ing levels. Based on current spending levels, the U.S. 
faces a shortfall of $11 billion annually to replace aging 
facilities and comply with safe drinking water regula
tions. Federal funding for drinking water in 2005 
remained level at $850 million—less than 10% of the 
total national requirement (ASCE, 2005). Parts of many 
systems are approaching or exceed 100 years old, and an 
estimated 26 percent of the distribution system pipe in 
this country is unlined cast iron and steel in poor 
condition. At current replacement rates for distribution 
system components, it is projected that a utility will 
replace a pipe every 200 years (Kirmeyer et al., 1994). 
Grigg, NS, 2005, provides comprehensive guidance to 
utilities on how to assess options for distribution system 
renewal.  Grigg’s report contains a knowledge base on 
condition assessment, planning and prioritization, and 
renewal methods. 

both spatially and temporally.  Besides customer 
consumption, a major function of most distribution 
systems is to provide adequate standby fire-flow 
capacity (Fair and Geyer, 1971).  For this purpose, fire 
hydrants are installed in areas that are easily acces
sible by fire fighters and are not obstacles to pedestri
ans and vehicles. The ready-to-serve requirements for 
fire fighting are governed by the National Fire 
Protection Association (NFPA) that establishes 
standards for fire-fighting capacity of distribution 
systems (NFPA, 2003).  In order to satisfy this need for 
adequate standby capacity and pressure (as mentioned 
earlier), most distribution systems use standpipes, 
elevated tanks, and large storage reservoirs. Addi
tionally, most distribution systems are “zoned.” 
Zones are areas or sections of a distribution system of 
relatively constant elevation. Zones can be used to 
maintain relatively constant pressures in the system 
over a range of ground elevations. Sometimes, zone 
development occurs as a result of the manner in which 
the system has expanded. 

The effect of designing and operating a system to 
maintain adequate fire flow and redundant capacity 
can result in long travel times for water between the 
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Non-potable waters (e.g., sea, river, and lake water) 
without adequate treatment have been used for fire 
protection for many years, often with disastrous results. 
However, reclaimed wastewater (in cases where its 
quality is better managed than the aforementioned 
unregulated sources) has been effectively used for 
providing fire protection (AwwaRF, 2002).  St. Peters
burg, FL, has been operating such a system to bolster 
fire-protection capacity since 1976. The reclaimed 
water hydrants are distinguished from potable water 
hydrants by color and their special valves. If the 
reclaimed water system is designed for fire protection, 
the potable water piping can have a very small diameter 
and investments can be made in higher quality pipe 
materials, which, with much shorter residence time in 
the system, would vastly improve the quality of the 
water at the tap. With this in mind, where retrofitting 
one of the two systems is necessary, it might be wiser to 
use the existing potable water system for the reclaimed 
water and retrofit with new, high-quality, smaller, 
potable water lines (Okun, D., 1996). 

treatment plant and the consumer.  These long travel 
times and low velocities may be detrimental to 
meeting the drinking water MCLs. Long residence 
times may lead to formation of DBPs, loss of disinfectant 
residuals, bacterial growth, and formation of biofilm. 

1.1.2.1 Pipe-Network Configurations 
The branch and grid/loop are the two basic configura
tions for most water distribution systems.  A branch 
system is similar to that of a tree branch with smaller 
pipes branching off larger pipes throughout the 
service area. This type of system is most frequently 
used in rural areas, and the water has only one 
possible pathway from the source to the consumer.  A 
grid/loop system is the most widely used configura
tion in large municipal systems and consists of 
interconnected pipe loops throughout the area to be 
served. In this type of system, there are several 
pathways that the water can follow from the source to 
the consumer.  Transmission mains are typically 20 to 
24 inches in diameter or larger.  Dual-service mains 
that serve both transmission and distribution purposes 
are normally 12 to 20 inches in diameter.  Distribu
tion mains are usually 6 to 12 inches in diameter in 
every street. Service lines are typically 1 inch in 
diameter. Specific pipe sizes can vary depending on 
the extent of the distribution system and the magni
tude of demand. Looped systems provide a high 
degree of reliability should a line break occur, 
because the break can be isolated with little impact 
on consumers outside the immediate area (Clark and 
Tippen, 1990; Clark et al., 2004). 

1.1.2.2 Multiple Source Configuration 
Many systems serve communities with multiple 
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sources of supply, such as a combination of wells and/or 
surface sources. In a grid/looped system, this configu
ration will influence water quality in a distribution 
system due to the effect of mixing of water from these 
different sources. These interactions are a function of 
complex system hydraulics (Clark et al., 1988; Clark 
et al., 1991a). Water quality models can be very 
useful in defining mixing and blending zones within 
water utility distribution networks. Mixing of water 
in a network can result in taste and odor problems or 
other water quality problems and can influence 
maintenance, repair, and rehabilitation procedures. 

1.1.2.3 Impact of System Design and Operation 
on Water Quality 

Based on the design and configuration of a particular 
system, there are many opportunities for water quality 
to change as water moves between the treatment plant 
and the consumer.  These unwanted changes may 
occur due to various reasons including: failures at the 
treatment barrier, transformations in the bulk phase, 
corrosion and leaching of pipe material, biofilm 
formation, and mixing between different sources of 
water.  Many researchers have investigated the factors 
that influence water quality deterioration once it 
enters the distribution system. It has been well 
documented that bacteriological growth can cause 
taste-and-odor problems, discoloration, slime buildup, 
and economic problems, including corrosion of pipes 
and bio-deterioration of materials (Water Research 
Centre, 1976). Bacterial numbers tend to increase 
during distribution and are influenced by several 
factors, including bacterial quality of the finished 
water entering the system, temperature, residence 
time, presence or absence of a disinfectant residual, 
construction materials, and availability of nutrients 
for growth (Geldreich et al., 1972; LeChevallier et al., 
1987; Maul et al., 1985a and b; Zhang and DiGiano, 
2002; Camper et al., 2003). 

It is difficult and expensive to study the problems 
caused by system design and configuration in full-
scale systems. For example, one approach to 
studying residual chlorine levels in dead-end or 
low-flow situations would be to construct a pilot-
scale pipe system to simulate the phenomena. 
Another approach would be to use mathematical 
hydraulic and water quality models for simulation. 
For either of these approaches to work, they must 
be properly configured and/or calibrated to closely 
simulate a full-scale system. A combination of 
these approaches may be used to assess various 
operational and design decisions, to determine the 
impacts resulting from the inadvertent or deliberate 
introduction of a contaminant into the distribution 
system, and to assist in the design of systems to 
improve water quality. 
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In pipes, it has been found that chlorine can be lost 
through both the interaction with NOM in the bulk 
phase and with pipe walls themselves in transporting 
finished water. This mechanism for loss of chlorine may 
be even more serious than long residence times in 
tanks. The pipe wall demand, possibly due to biofilm 
and tubercles, may use up the chlorine very rapidly in a 
distribution system. Maintaining adequate levels of 
disinfectant residual may require routine cleaning/ 
replacement of pipes and intensive treatment (Clark et 
al., 1993a). 

in 1989 and a Salmonella outbreak in Gideon, 
Missouri, in 1993. These two examples, discussed 
later in Chapter 7, illustrate the importance of the 
multiple-barrier concept. In both cases, the water 
source was un-disinfected groundwater and the 
utility’s infrastructure was breached, allowing 
contaminants to enter the system. This contamination 
resulted in major waterborne outbreaks. Water quality 
modeling was used in both cases to identify the 
source of the outbreaks and to study the propagation 
of the outbreak through the distribution network 
(Clark et al., 1993a and b). 

1.2 Water Quality Problems and 
Issues 

Drinking water treatment in the U. S. has played a 
major role in reducing waterborne disease. For 
example, the typhoid death rate for a particular year 
in the 1880s was 158 per 100,000 in Pittsburgh, PA, 
compared with 5 per 100,000 in 1935. Such dramatic 
reductions in waterborne disease outbreaks were 
brought about by the application of drinking water 
standards and engineering “multiple barriers” of 
protection. The multiple-barrier concept includes the 
use of conventional treatment (e.g., sand filtration) in 
combination with disinfection to provide safe and 
aesthetically acceptable drinking water. The residual 
disinfectant levels served to protect the water quality 
within the distribution system prior to its delivery to 
the consumer (Clark et al., 1991b). 

Despite the passage of the SDWA, waterborne out
breaks still occur. Two extensively studied examples 
of waterborne disease in the U.S. were an Escherichia 
coli O157:H7 (E. coli) outbreak in Cabool, Missouri, 

One useful outcome of the outbreaks in Missouri is 
that the ensuing investigative studies have typically 
led to the development and enhancement of scientific 
analysis techniques. For example, the Gideon 
Salmonella outbreak conclusions were based on 
statistical studies performed by Centers for Disease 
Control and Prevention (CDC) and corroborated by 
water quality modeling performed by EPA. The study 
provides an example of how tools such as water 
quality models can be used to reliably study contami
nant propagation in a distribution system (Clark et al., 
1996). Both the Gideon and Cabool incidents were 
associated with source water contamination, inad
equate treatment, and breeches in the distribution 
system. 

These types of problems are not just isolated incidents 
of infrastructure breakdowns. In fact, several prob
lems with drinking water systems in the U. S. have 
been identified by researchers. The National Research 
Council (NRC, 2005) examined the causes of water
borne outbreaks reported by various investigators 
between 1971 and 2004. Figure 1-3 presents the total 
number and proportion of waterborne diseases 
associated with distribution system deficiencies 
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On December 16, 1974, the U. S. Congress passed the 
SDWA, which authorized the EPA to promulgate 
regulations which would “protect health to the extent 
feasible, using technology, treatment techniques, and 
other means, which the Administrator determines are 
generally available (taking costs into considera
tion)…”(SDWA, 1974).  As a result, a set of regulations 
was promulgated in 1975 which became effective June 
24, 1977. These were known as the National Interim 
Primary Drinking Water Regulations (NIPDWR).  The 
NIPDWR established MCLs for 10 inorganic contami
nants, six organic contaminants, turbidity, coliform, 
radium-226, radium-228, gross alpha activity, and 
man-made radionuclides. The NIPDWR also estab
lished monitoring and analytical requirements for 
determining compliance. 

(extracted from the NRC report). As the figure 
reveals, overall there is a general decrease in the 
total number of waterborne disease outbreaks 
during the reported period. However, there is a 
general increase in the percentage of outbreaks that 
are associated with distribution system deficiencies. 
The NRC report attributes this increase in percent
age of outbreaks (attributable to distribution system 
deficiencies) to the lack of historical regulatory 
focus on distribution systems. 

1.3 Regulatory Framework 
Concerns about waterborne disease and uncon
trolled water pollution resulted in federal water 
quality legislation starting in 1893 with the 
passage of the Interstate Quarantine Act and 
continuing to 1970 under the stewardship of the 
U.S. Public Health Service (AWWA, 1999).  Even 
though significant advances were made to eliminate 
waterborne disease outbreaks during that period, 
the focus of drinking water concerns began to 
change with the formation of the EPA in late 1970. 
By the 1970s, more than 12,000 chemical com
pounds were known to be in commercial use and 
many more were being added each year. Many of 
these chemicals cause contamination of groundwa
ter and surface water, and are known to be carcino
genic and/or toxic. The passage of the SDWA of 
1974 was a reflection of concerns about chemical 
contamination. In this section, a brief overview of 
the regulatory framework is presented. A detailed 
history of the evolution of the federal drinking 
water regulations is beyond the scope of this 
document. 

Early in the history of the SDWA, the major focus of 
EPA was to implement the Act and to initiate the 
regulatory process. The first MCL established 
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under the SDWA was the TTHM Rule in 1979. 
However, after several years of developing regula
tions, it became obvious that the rulemaking 
process must extend beyond a focus on MCLs at the 
treatment plant and into the distribution system. 
Many water utilities in the U.S. using surface 
supplies were experiencing waterborne outbreaks, 
especially from Giardia.  The 1986 SDWA Amend
ments laid the groundwork for the promulgation of 
the Total Coliform Rule (TCR) and the Surface 
Water Treatment Rule (SWTR) in 1989.  The 1986 
SDWA Amendments also set forth an aggressive 
plan to eliminate lead from PWSs and resulted in 
the promulgation of the Lead and Copper Rule 
(LCR) in 1991. These actions therefore extended 
the SDWA beyond its focus on the treatment plant 
and into the distribution system (Owens, 2001). 

A summary of the evolution of federal drinking water 
regulation since the passage of the SDWA in 1974 is 
presented in Figure 1-4. In addition to the rules and 
regulations promulgated under the SDWA, security 
has recently become an issue for the water utility 
industry.  Security of water systems is not a new issue. 
The potential for natural, accidental, and purposeful 
contamination of water supplies has been the subject 
of many studies. For example, in May 1998, President 
Clinton issued Presidential Decision Directive (PDD) 
63 that outlined a policy on critical infrastructure 
protection, including our nation’s water supplies. 
However, it was not until after September 11, 2001, 
that the water industry focused on the vulnerability of 
the nation’s water supplies to security threats.  In 
recognition of these issues, President George W. Bush 
signed the Public Health Security and Bioterrorism 
Preparedness and Response Act of 2002 (Bioterrorism 
Act) into law in June 2002 (PL107-188). Under the 
requirements of the Bioterrorism Act, community 
water systems (CWSs) serving more than 3,300 people 
are required to prepare vulnerability assessments and 
emergency response plans. CWSs are PWSs that 
supply water to the same population throughout the 
year. 

Table 1-1 summarizes the key requirements of the 
regulations presented in Figure 1-4 from a distribu
tion system compliance perspective. 

Many of the tools and techniques discussed in this 
reference guide can assist in complying with the 
rules and regulations and security issues discussed 
above.  Water quality modeling techniques can be 
used to identify points in the distribution system 
that experience long retention times, which can in 
turn represent locations in the system that may 
experience chlorine residual loss, excessive 
formation of DBPs, and the formation of biofilms. 
Chlorine residual loss, in conjunction with biofilm 
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Figure 1-4. Evolution of Federal Drinking 
Water Regulations - Timeline. 
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Meeting and balancing the requirements of the 
various regulations can provide a significant chal
lenge to water utilities. In some cases, regulations 
provide guidance or requirements that could result in 
contradictory actions. For example, the SWTR 
requires the use of chlorine or some other disinfectant. 
However, chlorine or other disinfectants interact with 
NOM in treated water to form DBPs. Similarly, raising 
the pH of treated water will assist in controlling 
corrosion but may increase the formation of TTHMs. 
Various analytical tools, such as water quality models, 
can provide the utility with information and an 
understanding that helps the utility in balancing the 
contradictory requirements of some regulations. 

formation, may result in the sporadic occurrence of 
coliforms (“indicator” organisms associated with 
bacteriologically polluted water). Models can be 
used to define mixing zones where blending water 

from two or more sources results in water quality 
problems. Specifically, water quality modeling 
tools may assist utilities in complying with the 
TCR, SWTR, IESWTR, LT1ESWTR, and LCR. 
Modeling can assist in identifying parts of the 
system with high TTHM formation potential 
(DBPR1) and meeting the Initial Distribution 
System Evaluation (IDSE) requirements of the 
DBPR2 (see the IDSE Case Study in Chapter 7). In 
addition, modeling techniques can assist in 
tracking contamination from cross-connections and 
other accidental or deliberate contamination events 
such as a waterborne outbreak. 

1.4 Assessment and Management 
of Water Quality 

Water utilities treat nearly 34 billion gallons of water 
every day (EPA, 1999). Generally, surface water 
systems require more treatment than groundwater 
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Table 1-1. Selected Rules and Regulations Dealing with Distribution Systems (Not Inclusive) 

Regulation Key Distribution System Requirements 

SDWA Gives EPA the authority to establish national primary and secondary drinking water regulations 
(MCLs and MCLGs). 

NIPDWR The NIPDWR which was adopted at the passage of the SDWA required that representative 
coliform samples be collected throughout the distribution system. 

TTHM Established a standard for TTHMs as 0.1 mg/L. 

86SDWAA Established the MCLG concept. 

TCR Regulates coliform bacteria which are used as surrogate organisms to indicate whether or not 
treatment is effective and system contamination is occurring. 

SWTR Requires using chlorine or some other disinfectant. 

LCR Monitoring for compliance with the LCR is based entirely on samples taken at the consumer’s tap. 

ICR Provided data to support the interim and long-term enhanced SWTR, and Stage 2 DBP rule. 

96SDWAA Has many provisions dealing with distribution systems, including the role that surface water 
quality can play in influencing the quality of distributed water. 

IESWTR Provisions to enhance protection from pathogens, including Cryptosporidium, and intended to 
prevent increases in microbial risk while large systems comply with the DBPR1. 

DBPR1 This standard applies to allHas lowered the standard for TTHMs from 0.1 mg/L to 0.08 mg/L. 
community water supplies in the U. S. and requires monitoring and compliance at selected points 
in the distribution system. 

LT1ESWTR Provisions to enhance protection from pathogens, including Cryptosporidium, and prevent 
increases in microbial risk for systems serving less than 10,000 people while they comply with 
the DBPR1. 

systems because they are directly exposed to the 
atmosphere, runoff from rain and melting snow, and 
other industrial sources of contamination. Water 
utilities use a variety of treatment processes to remove 
contaminants from drinking water prior to distribu
tion. The selected treatment combination is based on 
the contaminants found in the source water of that 
particular system. The general techniques include: 

•	 Coagulation/Flocculation: This process 
removes dirt and other particles suspended in 
the water.  In this process, alum, iron salts, and/ 
or synthetic organic polymers are added to the 
water to form sticky particles called “floc,” 
which attract the suspended particles. 

•	 Sedimentation: In this process, the flocculated 
particles are gravity-settled and removed from 
the water. 

•	 Filtration: Many water treatment facilities use 
filtration to remove the smaller particles from 
the water.  These particles include: clays and 
silts, natural organic matter, precipitates from 
other treatment processes in the facility, iron 
and manganese, and microorganisms. Filtration 
clarifies the water and enhances the 
effectiveness of disinfection. 

•	 Disinfection: Water is disinfected at the water 
treatment plant (or at the entry to the 
distribution system) to ensure that microbial 
contaminants are inactivated. Secondary 
disinfection is practiced in order to maintain a 
residual in the distribution system. 

Once the treated water enters the distribution system, 
a number of processes may occur that can adversely 
impact the water quality delivered to consumers. As 
the water enters a network of buried pipes, valves, 
joints, meters, and service lines, it is subject to 
disruptions such as water hammer (transient pressure 
shock wave), aging (at dead ends and large tanks), 
corrosion, cross-connections, leaching of toxic 
chemicals, intrusion of pathogens, and pipeline 
breaks. Some of these events may be regular occur
rences, such as water aging, loss of chlorine residual 
in dead ends, or deposition of sedimentation in 
stagnant areas. Others may be rare or unusual events. 
Any of these events can cause the water quality to 
deteriorate and pose a potential public health risk. 
Some routine distribution system design changes and 
maintenance or operational procedures that can help 
to prevent or reduce the effects of such events include 
the following: 

•	 Tank Mixing: Inadequate mixing in a tank can 
lead to stagnant areas containing older water 
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Maintaining water quality in a drinking water distribu
tion system while assuring adequate disinfection and 
reducing DBPs is a significant challenge for many 
drinking water utilities. This challenge will be even 
greater under the more stringent requirements of the 
LT2ESWTR and the DBPR2.  Utilities that use chorine 
as their primary disinfectant and that have elevated 
organic levels in their treated water, long detention 
times, and/or warm water may have difficulty in meeting 
these regulations.  The Las Vegas Valley Water District is 
conducting research to explore the feasibility of employ
ing “targeted” distribution system treatment systems. 
This type of targeted system (or systems) would utilize 
small-scale water treatment technology to reduce the 
concentration of disinfection byproducts in those areas 
that might exceed the SDWA MCLs established under 
the LT2ESWTR and DBPR2.  These systems are in
tended to be designed and operated in conjunction with 
a water quality/hydraulic model which would be used to 
predict where these decentralized treatment systems 
should be located. If the treatment technology is 
relatively mobile, it could be moved based on model 
predictions to locations where MCL violations are 
likely to occur.  In addition, these types of systems 
would be valuable should a security threat arise. 

that has lost its disinfectant residual. Changes 
in operations (e.g., exercising the tank) or 
modifications to inlet-outlet configurations can 
improve mixing. 

•	 Re-chlorination: Some parts of a distribution 
system may experience long travel times from 
the treatment plant resulting in loss of chlorine 
residual. Installation of booster chlorination 
facilities at these locations can sometimes be an 
effective means of insuring an adequate residual 
in these areas. 

•	 Conventional Flushing: This procedure 
generally involves opening hydrants in an area 
until the water visibly runs clear. The object of 
this action would be to quickly remove 
contaminated water; however, it would not 
likely be effective in removal of contaminants 
that become attached to the pipe surfaces. 
Flushing only provides a short-term remedy. 

•	 Unidirectional Flushing: This procedure 
involves the closure of valves and opening of 
hydrants to concentrate the flow in a limited 
number of pipes. Flow velocities are 
maximized so that shear velocity near the pipe 
wall is maximized.  It is intended to be done in 
a progressive fashion, proceeding outward from 
the source of water in the system so that 
flushing water is drawn from previously flushed 

Federal and state drinking water regulations are designed 
to provide a water supply to consumers that meets 
minimum health-based requirements. However, water 
utilities may choose to implement programs that go 
beyond current federal, state, and local regulatory 
requirements to increase the water quality and reduce the 
potential for contamination in water systems. There are 
several methods and guidelines that have been designed 
to assist utilities in providing water of a quality that 
exceeds the minimum requirements. These methods 
include: Hazard Analysis Critical Control Point 
(HACCP), source water optimization, and distribution 
system water quality optimization plans (DSOP). 

DSOP is one example of a framework for evaluating and 
improving programs that affect distribution system water 
quality (Friedman et al., 2005). Aspects of the DSOP 
include evaluation of conditions within the distribution 
system, creation of improved documentation, and 
enhancement of communication between the various 
utility functions that impact water quality in the distri
bution system. DSOPs address both regulatory/compli
ance issues and customer issues related to aesthetic 
properties of drinking water.  The DSOP approach was 
piloted at three water utilities and a general template was 
developed that can be used by small, medium, and large 
utilities. The following ten steps are identified as part of 
the development of a DSOP: 

1. Formation of a committee to discuss distribution 
system issues of interest/concern and to guide the 
process of DSOP development. 

2. Identification of water quality and operating goals. 
3. Completion of a distribution system audit. 
4. Comparison of audit results to industry best


management practices.

5. Development of a list of utility needs for


optimizing distribution system water quality.

6. Prioritization of DSOP elements based on relative 

contribution towards improving water quality and 
precluding water quality degradation or 
contamination. 

7. For each priority DSOP element, compilation of 
applicable standard operating procedures (SOPs) 
and ongoing programs that provide information 
related to the condition of the distribution system 
and water quality. 

8. Development and implementation of priority

programs.


9. Periodic review of programs and goals developed 
as part of the DSOP. 

10. Development of revised SOPs that describe the 
optimized approach. 

DSOP and other aforementioned methodologies are still 
in their early stages of application in the water supply 
industry and will require further evaluation to determine 
their effectiveness in meeting the goals to improve water 
quality in drinking water systems. 
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reaches. No special equipment is required; 
however, some planning time is required to 
determine the flushing zones, the valves and 
hydrants to be operated, and the duration of the 
flushing exercise for each zone. 

•	 Valve Exercising Program: A routine program to 
exercise isolation valves can have several 
positive effects. These include identifying (and 
repairing) malfunctioning valves and 
identifying valves that are in an inappropriate 
setting (e.g., closed valves that are expected to 
be open). 

•	 Cross-Connection Control Program: An 
inspection program intended to ensure no 
interconnection(s) between the drinking water 
and wastewater systems in homes and buildings. 

Examples of routine maintenance and operation 
procedures for pipe cleaning include the following 
(AwwaRF, 2004): 

•	 Air Scouring, Swabbing and Abrasive pigging: Air

scouring, swabbing, and abrasive pigging are

progressively more aggressive cleanup techniques

that involve more specialized equipment and skills.

A few water utilities have implemented these

methods using their own staff; typically, these

methods are contracted to specialty firms.

Implementation of these methods would require

installation of new pipeline appurtenances (e.g., pig

launching and receiving stations; pigging is not

recommended for cast iron pipes).


•	 Chemical/Mechanical Cleaning and Lining:

Chemical cleaning involves the recirculation in an

isolated pipe section of proprietary acids and

surfactants to remove scale and deposits, while

mechanical cleaning is accomplished by dragged

scrapers. These techniques are typically applied in

the rehabilitation of older unlined cast iron pipe

which, over time, have become scaled and

tuberculated. These cleaning operations are

typically followed by an in-situ application of a

thin cement mortar or epoxy lining to ensure lasting

protection.


If the symptoms persist after the application of these 
techniques, the pipes are usually replaced. 

1.5 Advanced Tools for Water 
Quality Management 

Recent advancements in computation and instru
mentation technologies have led to the availability 
of advanced tools that are already beginning to 
improve a utility’s ability to effectively manage 
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water quality in distribution systems. These 
computational advancements have led to the 
development of software models that can simulate 
the behavior of distribution system networks. Water 
distribution system models (such as EPANET) have 
become widely accepted both within the water 
utility industry and the general research arena for 
simulating both hydraulic and water quality 
behavior in water distribution systems. The 
advancements in instrumentation and Supervisory 
Control and Data Acquisition (SCADA) systems 
now enable the utilities to monitor and control 
various water quality parameters from a remote 
location in real-time within a distribution system 
network. Furthermore, recent advances in Geo
graphic Information Systems (GIS) technology have 
led to the integration of remote monitoring network 
models with GIS layers. This combination provides 
utilities a visual tool to efficiently manage both 
water quality and distribution system assets such as 
pipes, pumps, and valves. 

1.6 Report Organization 
Various chapters of this reference guide will 
describe modeling and monitoring tools for 
effectively managing water quality in drinking 
water distribution systems. Examples and protocols 
for effectively applying water quality models for 
understanding and resolving water quality issues in 
networks will be presented. Another important 
aspect of effectively applying water quality models 
is to ensure that they are properly and periodically 
calibrated. Tracer tests are one of the most effec
tive techniques for calibrating a water quality 
model. Modeling techniques, when combined with 
advanced monitoring and geospatial technologies, 
can play a vital role in managing water quality in 
distribution systems. Chapter 2 provides an 
overview on modeling of distribution systems for 
water quality.  Chapter 3 describes techniques for 
conducting tracer studies in distribution systems. 
Chapter 4 presents data analysis techniques for 
effectively calibrating a distribution system model 
using tracer or other field data. Chapter 5 provides 
an overview of monitoring techniques and tech
nologies available for monitoring water quality. 
Chapter 6 introduces geospatial technology and its 
relation to water distribution systems.  Finally, 
Chapter 7 is a compilation of real-world applica
tions of water quality modeling and monitoring for 
planning, analysis and simulation of historical 
events. 

1.7 Summary 
Distribution system infrastructure is a major asset of 
most water utilities. It serves many important 
functions in a community, such as promoting eco
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The information presented in this reference guide is 
intended for a general technical audience. The 
various chapters provide an overview of the state-of
art techniques for managing water quality in distribu
tion systems. For a more comprehensive case-specific 
solution, the reader should refer to text books in 
specific subject areas and/or consult with water 
quality professionals. The following is a brief listing 
of recommended books (listed in alphabetical order 
by title): 

1. Advanced Water Distribution Modeling and 
Management. T.M. Walski, D.V. Chase, D.A. 
Savic, W. Grayman, S. Beckwith, and E. Koelle. 
Haestad Press, Waterbury, CT.  2003. 

2. Comprehensive Water Distribution Systems 
Analysis Handbook. P.B. Boulos, K.E. Lansey, 
and B.W. Karney. MWHSOFT, Inc., Pasadena, CA. 
2004. 

3. Computer Modeling of Water Distribution

Systems (M32), AWWA.  2004.


4. GIS Applications for Water, Wastewater, and 
Stormwater Systems. U. Shamsi. CRC Press. 2005. 

5. Hydraulics of Pipeline Systems. 	B.E. Larock, R.W. 
Jeppson, G.Z. Watters.  CRC Press. 1999. 

6. Microbial Quality of Water Supply in Distribution 
Systems. Edwin E. Geldreich. CRC Press. 1996 

7.	 Modeling, Analysis and Design of Water 
Distribution Systems. L. Cesario. AWWA. 1995. 

8. Modeling Water Quality in Drinking Water

Distribution Systems.  R.M. Clark and W.M.

Grayman. AWWA.  1998.


9. Online Monitoring for Drinking Water Utilities. 
Edited by E. Hargesheimer, O. Conio, and J. 
Popovicova.  AwwaRF – CRS ProAqua.  2002. 

10.	 Safe Drinking Water:  Lessons from Recent 
Outbreaks in Affluent Nations. S.E. Hrudey and 
E.J. Hrudey, IWA Publishing.  2004. 

11.	 Water Distribution Systems Handbook.  Edited by 
L.W. Mays, McGraw Hill.  2000. 

12.	 Water Supply Systems Security.  Edited by L.W. 
Mays, McGraw Hill. 2004. 

nomic growth, supporting public safety, and protect
ing public health. In order for a community to grow 
and prosper, it must have the physical infrastructure to 
provide basic services such as water supply. In 
addition to the economic implications of adequate 
water supply, water systems play a critical role in 
supporting public safety through the provision of fire 
protection capacity.  Frequently, insurance rates in a 
community are tied to the fire protection capability of 
the water system.  Water systems play a key role in 
protecting a community’s public health by providing 
safe drinking water to water consumers. 
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Chapter 2 
Modeling Water Quality in Drinking Water 
Distribution Systems 

This chapter covers the use of models to simulate the flow and water quality conditions in a distribution 
system network. Models are mathematical or physical approximations of a real-world system and can be 
used to study the behavior of actual system(s). A variety of computer software modeling tools are now 
available to perform these simulations. These tools are now commonly used by trained engineers and 
scientists to study and improve water distribution system network design and operation. 

Water distribution system models have become 
widely accepted within the water utility industry as a 
mechanism for simulating the hydraulic and water 
quality behavior in water distribution system net
works. Current water distribution modeling software 
is powerful, sophisticated and user-friendly.  Many 
software packages are integrated with GIS and 
Computer Aided Design (CAD) technology in order to 
facilitate model construction and storage and display 
of model results. Early network models simulated 
only steady-state hydraulic behavior.  In the 1970s, 
modeling capability was expanded to include 
Extended Period Simulation (EPS) models that could 
accommodate time-varying demand and operations. 
Subsequently, in the early 1980s, investigators began 
introducing the concept of water quality modeling. 
Most water distribution system modeling software 
packages now routinely incorporate water quality 
simulation capability.  More recently, transient 
models for simulating water hammer (a transient 
phenomenon) and tank mixing/aging models have 
either been incorporated into or integrated with water 
distribution system models. Algorithms have been 
developed that enable users to optimize water system 
design and operation, assist in model calibration, and 
perform probabilistic analyses. Each of these model 
types are briefly described later in this chapter. 

Water distribution system models are more commonly 
being used to replicate the behavior of a real or 
proposed system for a variety of purposes including: 
capital investment decisions, development of master 
plans, estimation of fire protection capacity, design of 
new systems and extension or rehabilitation of 
existing systems, energy management, water quality 
studies, various event simulations and analysis, 
optimal placement of sensors, and daily operations. 
The costs associated with constructing and maintain
ing a distribution system model may be more easily 
justified if it is used for a variety of applications by a 
water utility (Grayman, 2000). 

2.1 Distribution System Network 
Hydraulic Modeling 

The network hydraulic model provides the foundation 
for modeling water quality in distribution systems. 
This subsection provides a brief history of hydraulic 
modeling, an overview of theoretical concepts, basic 
model inputs, and general criteria for selection and 
application. 

2.1.1 History of Hydraulic Modeling 
Hardy Cross first proposed the use of mathematical 
methods for calculating flows in complex networks 
(Cross, 1936). This manual, iterative procedure was 
used throughout the water industry for almost 40 
years. With the advent of computers and computer-
based modeling, improved solution methods were 
developed for utilizing the Hardy Cross methodology. 
The improved implementations of this method were in 
widespread use by the 1980s (Wood, 1980a). 

Also, in the early 1980s, the concept of modeling 
water quality in distribution system networks was 
developed based on steady-state formulations (Clark 
et al., 1986). By the mid-1980s, water quality models 
were developed that incorporated the dynamic 
behavior of water networks (Grayman et al., 1988). 
The usability of these models was greatly improved in 
the 1990s with the introduction of the public domain 
EPANET model (Rossman, 2000) and other Windows-
based commercial water distribution system models. 

Initially, hydraulic models simulated flow and 
pressures in a distribution system under steady-state 
conditions where all demands and operations re
mained constant. Since system demands (and 
consequently the flows in the water distribution 
network) vary over the course of a day, EPS models 
were developed to simulate distribution system 
behavior under time-varying demand and operational 
conditions. These models have now become ubiqui
tous within the water industry and are an integral part 
of most water system design, master planning, and fire 
flow analyses. 
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2.1.2 Overview of Theoretical Concepts 
The theory and application of hydraulic models is 
thoroughly explained in many widely available 
references (Walski et al., 2003; American Water Works 
Association, 2004; Larock et al., 2000). Essentially, 
three basic relations are used to calculate fluid flow in 
a pipe network. These relationships are: 

•	 Conservation of Mass: This principle requires 
that the sum of the mass flows in all pipes 
entering a junction must equal the sum of all 
mass flows leaving the junction. Because water 
is essentially an incompressible fluid, 
conservation of mass is equivalent to 
conservation of volume. 

•	 Conservation of Energy: There are three types 
of energy in a hydraulic system: kinetic energy 
associated with the movement of the fluid, 
potential energy associated with the elevation, 
and pressure energy.  In water distribution 
networks, energy is referred to as “head” and 
energy losses (or headlosses) within a network 
are associated primarily with friction along pipe 
walls and turbulence. 

•	 Pipe Friction Headloss: A key factor in 
evaluating the flow through pipe networks is 
the ability to calculate friction headloss 
(Jeppson, 1976). Three empirical equations 
commonly used are the Darcy-Weisbach, the 
Hazen-Williams, and the Manning equations. 
All three equations relate head or friction loss in 
pipes to the velocity, length of pipe, pipe 
diameter, and pipe roughness. A fundamental 
relationship that is important for hydraulic 
analysis is the Reynolds number, which is a 
function of the kinematic viscosity of water 
(resistance to flow), velocity, and pipe diameter. 
The most widely used headloss equation in the 
U.S. is the Hazen-Williams equation. Though 
the Darcy Weisbach equation is generally 
considered to be theoretically more rigorous, 
the differences between the use of these two 
equations is typically insignificant under most 
circumstances. 

A distribution system is represented in a hydraulic 
model as a series of links and nodes. Links represent 
pipes whereas nodes represent junctions, sources, 

Hydraulic models represent the basic underlying 
equations (conservation of mass and conservation of 
energy) as a series of linear and non-linear equations. 
Because of the non-linearity, iterative solution methods 
are commonly used to numerically solve the set of 
equations. The most common numerical method 
utilized is the Newton-Raphson method. 

Source 

Pump 

LEGEND 

Tank 

Valve 

Junction node 

Pipe link 

Figure 2-1. Simple Link-Node Representation of a 
Water Distribution System. 

tanks, and reservoirs.  Valves and pumps are repre
sented as either nodes or links depending on the 
specific software package. Figure 2-1 illustrates a 
simple link-node representation of a water distribu
tion system. 

As mentioned previously, there are two types of 
analyses that may be conducted on drinking water 
distribution systems: steady-state and EPS. In a 
steady-state analysis, all demands and operations are 
treated as constant over time and a single solution is 
generated. In the EPS mode, variations in demand, 
tank water levels, and other operational conditions 
are simulated by a series of steady-state analyses that 
are linked together.  Each steady-state solution in the 
EPS mode involves a separate solution of the set of 
non-linear equations. EPS is used as the basis for 

Conservation of Mass: The conservation of mass 
principle for hydraulic analysis requires that the sum of 
the mass flow in all pipes entering a junction must 
equal the sum of all mass flows leaving the junction. 
In EPS, if storage is involved, a term for describing the 
accumulation of water at those nodes is included. 
Mathematically, the principle can be represented as 
follows: 
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water quality modeling. Though the EPS solution 
does introduce some approximations and ignores the 
transient phenomena resulting from sudden changes 
(e.g., a pump being turned on), these more refined 
assumptions are generally not considered significant 
for most distribution system studies. 

Conservation of Energy: The conservation of energy

principle requires that the difference in energy

between two points in a network must be the same

regardless of flow path. For hydraulic analysis, this

principle can be represented in terms of head as

follows:


where 

Z1 and 2 = elevation at points 1 and 2, respectively, in ft (m) 
2 2P1 and 2 = pressure at points 1 and 2, respectively, in lb/ft (N/m )

3 3= fluid (water) specific weight, in lb/ft  (N/m ) 

V1 and 2 = velocity at points 1 and 2, respectively, in ft/s (m/s) 
2 2g = acceleration due to gravity, in ft/sec (m/sec ) 

hP = pumping head gain, in ft (m) 

hL = head loss in pipes, i n ft (m)  

hM = head lossdue to minor losses, in ft (m) 

Pipe-friction headloss: The equation most commonly 
used in modeling software for computation of pipe-
friction headloss is the Hazen-Williams equation 
represented as follows: 

2.1.3 Basic Hydraulic Model Input

Characterization


Building a network model, particularly if a large 
number of pipes are involved, is a complex process. 
The following categories of information are needed to 
construct a hydraulic model: 

•	 Characteristics of the pipe network components 
(pipes, pumps, tanks, valves). 
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•	 Water use (demands) assigned to nodes

(temporal variations required in EPS).


•	 Topographic information (elevations assigned 
to nodes). 

•	 Control information that describes how the 
system is operated (e.g., mode of pump 
operation). 

•	 Solution parameters (e.g., time steps, tolerances 
as required by the solution techniques). 

Commonly used methods for these inputs are briefly 
described in the following subsections. 

2.1.3.1 Pipe Network Inputs 
Construction of the pipe network and its characteris
tics may be done manually or through use of existing 
spatial databases stored in GIS or CAD packages. 
Most commonly, GIS or CAD packages are used in 
this process and are described in more detail in 
Chapter 6. The initial step in constructing a network 
model is to identify pipes to be included in the 
model. Nodes are usually placed at pipe junctions, or 
at major facilities (tanks, pumps, control valves), or 
where pipe characteristics change in diameter, “C”
value (roughness), or material of construction. Nodes 
may also be placed at locations of known pressure or 
at sampling locations or at locations where water is 
used (demand nodes). The required pipe network 
component information includes the following: 

•	 pipes (length, diameter, roughness factor), 

•	 pumps (pump curve), 

•	 valves (settings), and 

•	 tanks (cross section information, minimum and 
maximum water levels). 

2.1.3.2 Water Demand Inputs 
Water consumption or water demand is the driving 
force behind the operation of a water distribution 
system. Any location at which water leaves the 
system can be characterized as a demand on the 
system. The water demands are aggregated and 
assigned to nodes, which represents an obvious 
simplification of real-world situations in which 
individual house taps are distributed along a pipe 
rather than at junction nodes. It is important to be 
able to determine the amount of water being used, 
where it is being used, and how this usage varies with 
time (Walski et al., 2003).  Demand may be estimated 
by a count of structures of different types using a 
representative consumption per structure, meter 
readings and the assignment of each meter to a node, 
and to general land use. A universal adjustment factor 
should be used to account for losses and other 
unaccounted water usage so that total usage in the 
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Early software packages limited the number of pipes that 
could be included due to computer storage restrictions. 
This led to the concept of “skeletonizing” a network or 
including only those pipes that were considered to be 
the most important. The degree of skeletonization that is 
acceptable should depend upon the ultimate use of the 
model. For example, master plans and energy studies 
might be based on the use of skeletonized networks. 
Other applications, such as water quality modeling and 
designing flushing programs, require a model that 
includes more pipes. Though there is no national 
standard for skeletonization, the EPA draft guidance 
issued for modeling to support the IDSE under DBPR2 
suggests inclusion of (EPA, 2003): 

•	 At least 50 percent of total pipe length in the

distribution system.


•	 At least 75 percent of the pipe volume in the

distribution system.


•	 All 12-inch diameter and larger pipes. 

•	 All 8-inch and larger pipes that connect pressure 
zones, influence zones from different sources, 
storage facilities, major demand areas, pumps, and 
control valves, or are known or expected to be 
significant conveyors of water. 

•	 All 6-inch and larger pipes that connect remote 
areas of a distribution system to the main portion 
of the system. 

•	 All storage facilities with controls or settings 
applied to govern the open/closed status of the 
facility that reflect standard operations. 

•	 All active pump stations with realistic controls or 
settings applied to govern their on/off status that 
reflect standard operations. 

•	 All active control valves or other system features 
that could significantly affect the flow of water 
through the distribution system (e.g., 
interconnections with other systems, valving 
between pressure zones). 

A case study presented in Section 7.3.1 illustrates the 
use of models in support of IDSE. 

Most modern software packages support an unlimited 
number of pipes; however, skeletonization is still 
frequently used in order to reduce the modeling effort.  A 
minimal skeletonization should include all pipes and 
features of major concern. 

model corresponds to total production. 

In order to use a model in the EPS mode, information 
on temporal variations in water usage over the period 
being modeled are required. Spatially different 

temporal patterns can be applied to the individual 
network nodes. The best available information 
should be used for developing temporal patterns in 
order to make EPS most effective. For example, some 
users may have continuous water metering data, while 
others may use literature values as a first approxima
tion for estimating residential temporal patterns. 
Temporal patterns also vary with climate. For ex
ample, lawn watering in summer months will cause a 
spike in usage of water during that time period. In 
some cases, information from SCADA systems can be 
used to estimate system-wide temporal patterns. 

A typical hierarchy for assigning demands includes 
the following: 

•	 Baseline Demands: Baseline demands usually 
correspond to consumer demands and 
unaccounted-for-water associated with average 
day conditions. This information is often 
acquired from a water utility’s existing records, 
such as customer meter and billing records. 
Although the spatial assignment of these 
demands is extremely important and should 
include the assignment of customer classes such 
as industrial, residential, and commercial use, 
actual metering data should be used when 
available. 

•	 Seasonal Variation: Water use typically varies 
over the course of the year with higher demands 
occurring in warmer months. When developing 
a steady-state model, the baseline (average day) 
demand can be modified by multipliers in order 
to reflect other conditions such as maximum 
day demand, peak-hour demand, and minimum 
day demand. 

•	 Fire Demands: Water provided for fire services 
can be the most important consideration in 
developing design standards for water systems. 
Typically, a system is modeled corresponding to 
maximum-use conditions, with needed fire-flow 
added to a single node at a time. It is not 
uncommon for a requirement that multiple 
hydrants be flowing simultaneously. 

•	 Diurnal Variation: All water systems are 
unsteady due to continuously varying demands. 
It is important to account for these variations in 
order to achieve an adequate hydraulic model. 
Diurnal varying demand curves should be 
developed for each major consumer class or 
geographic zones within a service area. For 
example, diurnal demand curves might be 
developed for industrial establishments, 
commercial establishments, and residences. 
Large users such as manufacturing facilities 
may have unique usage patterns. 
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Future water use: For design and planning purposes, a 
water system must be examined under future conditions. 
In situations where a system is largely currently built 
out, future demands may be estimated by developing 
global or regional multipliers that are applied to current 
demands. However, in new or developing areas, existing 
water use does not provide a useful basis for estimating 
future demands. Alternative approaches use popula
tion-based projections, socioeconomic modeling, and 
land-use methods (Johnson and Loux, 2004). 

In estimating future demands for use in a network 
model, the most appropriate method is generally the 
land-use method. The land-use method is based on 
mapping land uses and then applying a water-use factor 
to each land-use category. When applied to existing 
situations or in historical reconstruction of water 
systems, aerial photographs are most commonly used as 
the base map for identifying land-use categories. For 
development of future demands, land–use maps can be 
obtained from planners. The land-use methodology is 
depicted in Figure 2-2. 
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Figure 2-2. A Flow Chart for Estimating Future Water 
Demand Based on Land-Use Methodology. 

Land-use unit demands or water-use factors are typically 
developed in units of gallons per day (GPD) per acre 
from local historical consumption data or from available 
regional information. GIS technology is frequently 
used as a means of developing and manipulating the 
land-use polygons and assigning the calculated de
mands to the model nodes. 

2.1.3.3 Topographical Inputs 
Hydraulic models use elevation data to convert heads 
to pressure. Actual pipe elevations should be used to 
establish the correct hydraulic gradeline. Elevations 
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are assigned to each node in a network where pressure 
information is required. Various techniques are used 
to determine elevation information including the 
following: 

•	 Topographical maps: Paper topographical maps 
produced by the United States Geological 
Survey (USGS) or other local agencies may be 
used to manually interpolate elevations for 
nodes. The relative accuracy depends upon the 
degree of topography in the area, the contour 
elevations on the map, and the manual takeoff 
methods used. 

•	 Digital elevation models (DEM): USGS and 
other agencies produce digital files containing 
topographical information. When used with 
various software tools, elevation information 
can be directly interpolated and assigned to 
nodes based on the coordinates of the nodes. 
The accuracy of this process depends upon the 
degree of detail in the DEM. 

•	 Global Positioning Systems (GPS) or other field 
survey methods: Standard field surveying 
techniques or modern surveying methods using 
a GPS satellite can be used to measure 
elevations at nodes. The modern GPS units can 
calculate elevation by using four or more 
satellites. However, elevation is the most 
difficult calculation for a GPS unit, and 
depending upon the location surveyed, it may 
be prone to significant error. 

2.1.3.4 Model Control Inputs 
In order to apply an EPS model, it is necessary to 
define a set of rules that tells the model how the water 
system operates. This may be as simple as specifying 
that a particular pump operates from 7:00 AM to 
10:00 AM each day.  Alternatively, it may be a set of 
complex “logical controls” in which operations such 
as pump off/on, pump speed, or valve status are 
controlled using Boolean operators (including if-
then-else logic) for factors such as tank water levels, 
node pressures, system demand, and time of day 
(Grayman and Rossman, 1994). For water systems 
that operate automatically based on a set of rules, 
determination of these rules are quite straightforward. 
For manual systems, the rules must be determined by 
interviews with system operators. 

2.1.3.5 Extended Period Simulation (EPS) 
Solution Parameters 

Solution techniques used to iteratively solve the set 
of non-linear equations typically have various global 
parameters that control the solution technique. These 
parameters may be time-step lengths for EPS runs or 
tolerance factors that tell the model when a solution is 
considered to have converged.  The user must specify 
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the values for the solution parameters, or (as is 
frequently done) accept the default values that are 
built into the software products. The specific solution 
parameters vary between solution techniques and 
specific software products. 

2.1.4 General Criteria for Model Selection and 
Application 

The initial step in modeling is to define the basic 
scope and needs of the modeling process and to select 
an appropriate software package that will satisfy both 
the specific needs of the current project and likely 
future needs.  Factors that may enter into the selection 
of a software package include: 

•	 technical features, 

•	 training/support and manuals, 

•	 user interface, 

•	 integration with other software (such as GIS, 
CAD), 

•	 compatibility with EPANET, 

•	 cost, and 

•	 response from existing users. 

A summary of major available hydraulic-water quality 
modeling software is provided in Section 2.3.2. Once 
a suitable model has been selected, the following 
steps should be followed in applying network models 
(Clark and Grayman, 1998): 

•	 Develop the basic network model. 

•	 Calibrate and validate the model. 

•	 Establish clear objectives and apply the model 
in a manner to meet the objectives. 

•	 Analyze and display the results. 

2.1.4.1 Developing a Basic Network Model 
The basic network model inputs should be first 
characterized using the techniques described in 
Section 2.1.3. The model should be developed based 
on accurate, up-to-date information. Information 
should be entered carefully and checked frequently. 
Following the entry of the data, an initial run of the 
model should be made to check for reasonableness. 

2.1.4.2 Model Calibration and Validation 
Calibration is an integral aspect of the art of modeling 
water distribution systems. Model calibration is the 
process of adjusting model input data (or, in some 
cases, model structure) so that the simulated hydraulic 
and water quality output sufficiently mirrors observed 
field data. Depending on the degree of accuracy 
desired, calibration can be difficult, costly, and time-
consuming. The extent and difficulty of calibration 
are minimized by developing an accurate set of basic 
inputs that provide a good representation of the real 
network and its components. 

A traditional technique for calibration is the use of 
“fire-flow” tests. In a fire-flow test, the system is 
stressed by opening hydrants to increase flows in 
small parts of the system. This results in increased 
headloss in pipes in the vicinity of the test. Pressures 
and flow are then measured in the field. Model 
parameters, such as roughness factors (C), demands, 
and valve positions, are adjusted so that the model 
adequately reflects the field data. Another common 
calibration technique is to measure predicted tank/ 
reservoir levels derived from computer simulations 
against actual tank levels during a given period of 
record. For example, using water level, pressure, or 
flow data from SCADA systems or from on-line 
pressure and tank-level recorders, model parameters 
(such as roughness, water demands, and pump 
controls) can be adjusted in the simulation model 
until the model results match the actual tank level 
and other continuous information for the defined 
criteria. The resulting optimal parameter values 
should be checked to ensure that the values are 
realistic. Sophisticated commercial hydraulic models, 
such as those listed in Section 2.4, may also incorpo
rate optimization components that aid the user in 
selecting system parameters resulting in the best 
match between observed system performance and 
model results (Walski, 2003). 

Model validation is the step that follows calibration 
and uses an independent field data set to verify that 
the model is well calibrated. In the validation step, 
the calibrated model is run under conditions differing 
from those used for calibration and the results 
compared to field data. If the model results closely 
approximate the field results (visually) for an appro
priate time period, the calibrated model is considered 
to be validated. Significant deviations indicate that 
further calibration is required. A variety of calibra
tion and validation techniques suitable to both large 
and small water utilities are discussed in Chapter 4 of 
this document. 

Another rigorous methodology for calibration and valida
tion is the use of tracers. Concentrations of naturally 
occurring materials or added chemical tracers may be 
measured in the field and the results used to calibrate 
hydraulic and water quality models. This methodology is 
further described in Chapter 3 of this document. 

2.1.4.3 Establishing Objectives and Model 
Application 

Prior to applying the model, the specific modeling 
objectives should be clearly established. The objec
tives may include specification of particular water 
demand and operational modes. Based on these 
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specifications, a series of scenarios can be defined and 
the model applied appropriately.  Some software 
products contain a scenario manager that helps the 
user to define and manage a large number of specific 
model runs. Additional scenarios can be developed in 
order to test the sensitivity of the system to variations 
in model parameters that are not known with certainty. 

2.1.4.4 Analysis and Display of Results 
Water distribution system models generate a large 
amount of output. The amount of calculated informa
tion increases with increasing model size and, for 
EPS, the duration of the model run. Modern water 
distribution system analysis software typically 
provides a range of graphical and tabular displays 
that help the user wade through the large amount of 
output data so that it may be efficiently analyzed. 
Figures 2-3, 2-4, and 2-5 contain examples of various 
graphical and tabular outputs generated by the 
EPANET software.  These outputs represent a small 
subset of types of graphics generated by most 
modeling software. The output should be analyzed to 
ensure that the model is operating properly and to 
extract the information required in order to analyze 
the specific problem being studied. 

2.2 Modeling Water Quality In 
Distribution System Networks 

Water quality models use the output of hydraulic 
models in conjunction with additional inputs 
(described later in this section) to predict the temporal 
and spatial distribution of a variety of constituents 
within a distribution system. These constituents 
include: 

•	 The fraction of water originating from a

particular source.


•	 The age of water (e.g., duration since leaving 
the source). 

•	 The concentration of a non-reactive constituent 
or tracer compound either added to or removed 
from the system (e.g., chloride or fluoride). 

•	 The concentration of a reactive compound 
including the concentration of a secondary 
disinfectant with additional input of its loss rate 
(e.g., chlorine or chloramines) and the 
concentration of disinfection by-products with 
their growth rate (e.g., THMs). 

The following subsection provides a brief history of 
water quality modeling, an overview of theoretical 
concepts related to water quality modeling, basic 
model inputs, and model application. 

2.2.1 History of Water Quality Modeling 
The use of models to determine the spatial pattern of 
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Figure 2-3. EPANET Graphical Output Showing 
Flow and Pressure. 
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Figure 2-4. Sample EPANET Time Series Plots of Flow, 
Pressure, and Tank Water Level. 
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Figure 2-5. EPANET Sample Tabular Outputs 
(at time 10.00 hrs). 

water quality in a distribution system resulting from 
sources of differing quality was suggested by Wood 
(1980b) in a study of slurry flow in a pipe network. 
The steady-state hydraulic model was extended by 
solving a series of simultaneous equations at each 
node. In a generalization of this formulation, Males 
et al., (1985) used simultaneous equations to calcu
late the spatial distribution of variables that could be 

The ability to model the transport and fate of the water 
constituents in a distribution system can help utility 
managers perform a variety of water quality studies. 
Examples include: 

•	 Locating and sizing storage tanks and modifying 
system operation to reduce water age. 

•	 Modifying system design and operation to 
provide a desired blend of waters from different 
sources. 

•	 Finding the best combination of: i) pipe 
replacement, relining, and cleaning; ii) reduction 
in storage holding time; iii) location and 
injection rate of booster stations to maintain 
desired disinfectant levels throughout the 
system. 

•	 Assessing and minimizing the risk of consumer 
exposure to disinfectant by-products. 

•	 Assessing system vulnerability to incidents of 
external contamination. 

•	 Designing a cost-efficient, routine monitoring 
program to identify water quality variations and 
potential problems. 

associated with links and nodes such as concentra
tion, travel times, costs, and others. This model, 
called SOLVER, was a component of the Water 
Supply Simulation Model (WSSM), an integrated data 
base management, modeling, and display system that 
was used to model water quality in networks (Clark 
and Males, 1986). A more general “marching out” 
solution was proposed by Males et al., (1988). 
Although steady-state water quality models provided 
some general understanding of water quality behavior 
in distribution systems, the need for models that 
would represent contaminant dynamics was recog
nized. This resulted in the introduction of three such 
dynamic models in the mid-1980s (Clark et al., 1986; 
Liou and Kroon, 1986; and Hart et al., 1986). 

The history and proliferation of water quality model
ing in distribution systems can be traced back to two 
expert workshops that were convened in 1991 and in 
2003. The results of these workshops are presented in 
AWWARF/USEPA (1991) and Powell et al., (2004). 
Figure 2-6 illustrates the evolution of hydraulic and 
water quality models since the 1930s. 

2.2.2 Theoretical Concepts for Water Quality 
Modeling 

Various water quality processes are occurring in water 
distribution systems that can lead to introduction of 
contaminants and water quality transformations (see 
Figure 1-2, presented earlier in Chapter 1) as water 
moves through the distribution system. Cross 
connections, failures at the treatment barrier, and 
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Figure 2-6. Illustration of the Evolution of Hydraulic 
and Water Quality Models. 

transformations in the bulk phase can all degrade 
water quality.  Corrosion, leaching of pipe material, 
biofilm formation, and scour can occur at the pipe 
wall to degrade water quality. Bacteriological quality 
changes may cause aesthetic problems involving taste 
and odor development, discolored water, and other 
adverse impacts. 

In addition to the basic hydraulic modeling equations 
presented earlier in this chapter, the water quality 
models utilize various mathematical equations that 
are based on conservation of constituent mass. These 
models represent the following phenomena occurring 
in a distribution system (Rossman et al., 2000): 

•	 Advective transport of mass within pipes: A 
dissolved substance will travel down the length 
of a pipe with the same average velocity as the 
carrier fluid while at the same time reacting 
(either growing or decaying) at some given rate. 
Longitudinal dispersion is not an important 
transport mechanism in turbulent flow, which is 
normal inside transmission mains under most 
operating conditions. It may, however, be an 
important factor in dead-end pipes or in low and 
intermittent flow scenarios. 

•	 Mixing of mass at pipe junctions: All water 
quality models assume that, at junctions 
receiving inflow from two or more pipes, the 
mixing of fluid is complete and instantaneous. 
Thus, the concentration of a substance in water 
leaving the junction is simply the flow-
weighted sum of the concentrations in the 
inflowing pipes. 

•	 Mixing of mass within storage tanks: Most 
water quality models assume that the contents 
of storage tanks are completely mixed. See the 

discussion in Section 2.4.1 for further details 
and alternative representations. 

•	 Reactions within pipes and storage tanks: 
While a substance moves down a pipe or resides 
in storage, it can undergo reaction. The rate of 
reaction, measured in mass reacted per volume 
of water per unit of time, will depend on the 
type of water quality constituent being 
modeled. Some constituents, such as fluoride, 
do not react and are termed “conservative.” 
Other constituents, such as chlorine residual, 
decay with time; while the generation of DBPs, 
such as THMs, may increase over time. Some 
constituents, such as chlorine, will react with 
materials both in the bulk liquid phase and at 
the liquid-pipe wall boundary. 

Water quality models represent these phenomena 
(transport within pipes, mixing at junctions and 
storage tanks, and reaction kinetics in the bulk liquid 
phase and at the liquid-pipe wall boundary) with a set 
of mathematical equations. These equations are then 
solved under an appropriate set of boundary and 
initial conditions to predict the variation of water 
quality throughout the distribution system. 

Several solution methods are available for dynamic 
water quality models (Rossman and Boulos, 1996). 
All of these methods require that a hydraulic analysis 
be run first to determine how flow quantities and 
directions change from one time period to another 
throughout the pipe network. The water quality 
constituent is subsequently routed through each pipe 
link and then mixed at downstream nodes with other 
inflows into the node. For non-conservative sub
stances, concentrations are continuously adjusted to 
accommodate the decay or growth of the constituent 
with time. This concentration is then released from 
the node into its out-flowing pipes. This process 
continues for all pipes and for the duration of the 
simulation. 

The methods described above are also applied when 
modeling water age and source-tracing in water 
quality models. Water age is equivalent to modeling 
a reactive constituent that ages and combines linearly. 
For example, for every hour that a “packet” of water 
spends in a tank, its age will increase by one hour. 
Additionally, combining a volume of water that is 
four days old with a similar volume of water that is 
eight days old will result in an average age of six 
days. When modeling the fraction of water coming 
from a designated source (source tracing), this 
parameter is modeled as a conservative substance and 
is linearly combined. For example, combining a 
volume of water that is entirely from the designated 
source with a similar volume of water from a different 
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Q Cki	 kj@ x = L 

C ij@ x =0 = k (Equation 2-6)
Q kj


k


where 

C ij@ x =0 = the concentration at the start of the link

 connecting node i to node j in mg/L (i.e.,where x=0)


C kj@ x = L = the concentration at the end of a link, in mg/L 

Q kj = flow from k to i 
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Modeling the movement of a contaminant within the 
distribution systems as it moves through the system 
from various points of entry (e.g., wells or treatment 
plants) to water users is based on three principles: 

•	 Conservation of mass within differential lengths 
of pipe. 

•	 Complete and instantaneous mixing of the water 
entering pipe junctions. 

•	 Appropriate kinetic expressions for the growth or 
decay of the substance as it flows through pipes 
and storage facilities. 

This change in concentration can be expressed by the 
following differential equation: 

According to Equation 2-5, the rate at which the mass of 
material changes within a small section of pipe equals 
the difference in mass flow into and out of the section 
plus the rate of reaction within the section. It is as
sumed that the velocities in the links are known 
beforehand from the solution to a hydraulic model of 
the network. In order to solve Equation 2-5, one needs 
to know C

ij 
at x=0 for all times (a boundary condition) 

and a value for k
ij
. 

Equation 2-6 represents the concentration of material 
leaving the junction and entering a pipe: 

Equation 2-6 states that the concentration leaving a 
junction equals the total mass of a substance flowing 
into the junction divided by the total flow into the 
junction. 

source will provide a mixed volume calculated as 50 
percent from the designated source. 

2.2.3 Water Quality Model Inputs and 
Application 

In addition to the basic hydraulic model inputs 
described in Section 2.1.3, the water quality models 
require the following data elements to simulate the 
behavior in a distribution system: 

•	 Water Quality Boundary Conditions - A water 
quality model requires the quality of all 
external inflows to the network and the water 
quality throughout the network be specified at 
the start of the simulation. Data on external 
inflows can be obtained from existing source 
monitoring records when simulating existing 
operations or could be set to desired values to 
investigate operational changes. Initial water 
quality values can be estimated based on field 
data. Alternatively, best estimates can be made 
for initial conditions. Then the model is run for 
a sufficiently long period of time under a 
repeating pattern of source and demand inputs 
so that the initial conditions, especially in 
storage tanks, do not influence the water quality 
predictions in the distribution system. The 
water age and source tracing options only 
require input from the hydraulic model. 

•	 Reaction Rate Data – For non-conservative 
substances, information is needed on how the 
constituents decay or grow over time. 
Modeling the fate of a residual disinfectant is 
one of the most common applications of 
network water quality models. The two most 
frequently used disinfectants in distribution 
systems are chlorine and chloramines (a reactant 
of chlorine and ammonia). Free chlorine is 
more reactive than chloramine and its reaction 
kinetics have been studied more extensively. 
Studies have shown that there are two separate 
reaction mechanisms for chlorine decay, one 
involving reactions within the bulk fluid and 
another involving reactions with material on or 
released from the pipe wall (Vasconcelos et al., 
1997). Bulk decay is typically represented as a 
first order exponential decay function with a 
single decay coefficient specified to represent 
the decay over time. In some circumstances, this 
function does not adequately represent the 
observed decay characteristics, and more 
complex formulations may be used to describe 
the decay. Wall reaction represents the 
disinfectant decay due to contact with 
oxidizeable substances at the pipe wall, such as 
corrosion products or biofilm. The most widely 
used approach for representing wall demand 
considers two interacting processes – transport 
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Storage tanks are usually modeled as completely

mixed, variable volume reactors in which the changes

in volume and concentration over time are as follows:


Many algorithms and methods exist for the numerical 
solution of fluid flows described by the Navier-Stokes 
equations. These algorithms can be classified as 
Eulerian or Lagrangian and as either time-driven or 
event-driven. In a Eulerian method, the movement of 
the fluid is viewed from a stationary grid as the water 
moves through the system.  On the contrary, in a 
Lagrangian method, the analysis is viewed from a 
framework that is moving with the flow.  Time-driven 
methods assess the system at fixed time steps. Event-
driven methods evaluate the system only when there is 
a discrete change in water quality such as a pulse of 
water with different concentrations entering or leaving 
a pipe. Various methodologies combine either Eulerian 
or Lagrangian solutions (or hybrid combinations of 
these two cases) with either time-driven or event-driven 
procedures. 

of the disinfectant from the bulk flow to the 
wall and interaction with the wall (Rossman et 
al., 1994). Recent studies have suggested that 
this formulation may not adequately represent 
the actual wall demand processes and that 
further research is needed (Clark et al., 2005; 
Grayman et al., 2002; DiGiano and Zhang, 
2004). There has been little study on the nature 
of the wall reaction in chloraminated systems. 
A limited amount of modeling of the growth of 
DBPs (most notably THMs) has been performed 
assuming an exponential growth approaching a 
maximum value corresponding to the THM 
formation potential. Both the formation 
potential and the growth rate constant must be 
specified in this type of model (Clark et al., 
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1996). There has been extensive research on 
biofilm formation in distribution systems and 
this has led to the development of several 
theoretical models of this phenomenon (Powell 
et al., 2004). However, these models are 
generally quite complex involving many 
parameters that are difficult to determine, and 
thus are not ready for inclusion in a general 
water distribution system model. 

The following section provides an overview of 
available software for hydraulic and water quality 
modeling. 

Distribution system water quality models are generally 
limited to tracking the dynamics of a single component 
(e.g., chlorine, water age) at a time when the selected 
component is transported throughout the network of 
pipes and storage tanks. Such models do not consider 
interactions between different components in the 
flowing water or complex reactions between compo
nents that are transported with the water and surface 
components that are fixed to the pipe wall. This can be a 
significant limitation when modeling reactive compo
nents, for example when chlorine residual is modeled for 
a case where there are multiple sources with significant 
differences in water quality characteristics. Another 
more complex example that is not adequately repre
sented by the single-species model is modeling of DBP 
formation. A solution to this deficiency is a general-
purpose, multi-species capability that is being added to 
EPANET (Uber et al., 2004). This addition will allow 
users to program their own chemical/physical/biological 
reactions in EPANET with almost unlimited interaction 
capability between multiple species. 

2.3 Hydraulic and Water Quality 
Modeling Software 

A variety of software packages are available to 
perform hydraulic and water quality modeling.  A 
majority of these packages utilize the EPANET 
formulation as the basic computation engine. A full 
discussion of individual software packages is beyond 
the scope of this document. The following subsec
tions briefly describe the EPANET model and 
summarize the features of other available software. 

2.3.1 EPANET Software 
EPANET was initially developed in 1993 as a 
distribution system hydraulic-water quality model to 
support research efforts at EPA (Rossman et al., 1994). 
The development of the EPANET software has also 
satisfied the need for a comprehensive public-sector 
model and has served as the hydraulic and water 
quality “engine” for many commercial models. 
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EPANET can be used for both steady-state and EPS 
hydraulic simulations. In addition, it is designed to 
be a research tool for modeling the movement and fate 
of drinking water constituents within distribution 
systems. EPANET can be operated in the SI (metric) 
or British systems of measurement. 

The water quality routines in EPANET can be used to 
model concentrations of reactive and conservative 
substances, changes in age of water and travel time to 
a node, and the percentage of water reaching any node 
from any other node.  Outputs from EPANET include: 

•	 color-coded network maps, 

•	 time series plots, and 

•	 tabular reports. 

Example outputs from EPANET were previously 
presented in Figures 2-3, 2-4, and 2-5. 

2.3.2 Commercial Hydraulic-Water Quality 
Modeling Software 

In addition to EPANET, there are several commercial 
software packages that are widely used in the U.S. and 
internationally.  Most of these packages are based on 
the EPANET formulation and include value-added 
components as parts of GUI that increase the capabil
ity of the software. Examples of such value-added 
components that are part of one or more of the 
commercially available software packages include: 

•	 Scenario manager: Manage inputs and outputs 
of a group of model runs. 

•	 Calibration optimization: Utilize genetic 
algorithm optimization technique to determine 
model parameters that best fit a set of field data. 

•	 Design optimization: Utilize genetic algorithm 
optimization techniques to select pipe sizes that 
minimize costs or other selected objectives. 

•	 Integration with GIS or CAD: Water distribution 
model directly integrates with GIS or CAD to 
assist in constructing or updating model and 

In addition to the standard use of EPANET in a 
Windows environment using the graphical user 
interface (GUI), the functionality of EPANET can be 
accessed through the EPANET toolkit.  The toolkit is a 
series of open source routines available in both Visual 
Basic and C (programming language) that can be used 
as is or modified and accessed from a user’s own 
computer program. This powerful capability has been 
widely used throughout the world to support both 
research and specific applications in the field of water 
distribution system analysis. 

display results. 

•	 Flexible output graphics: Provides convenient 
ways to modify parameters for graphical 
displays of output data. 

•	 Energy management: Calculates energy use for 
a selected alternative. 

•	 Automated fire-flow analysis: Assesses the 
availability of fire flow at a range of nodes and 
determines whether a system meets fire-flow 
requirements. 

•	 Water security and vulnerability assessment 
methods, skeletonization, and demand 
allocation tools. 

Table 2-1 provides a summary listing of major 
commercial software and a Web link where additional 
details may be obtained on specific features and 
current version availability/pricing. 

2.4 Additional Modeling Tools 
In addition to standard hydraulic and water quality 
modeling of distribution systems, there are several 
other related types of models that can be used to 
assess hydraulic and water quality behavior in 
distribution systems. These include: storage modeling 
tools, transient (water hammer) modeling tools, 
optimization tools, and probabilistic models. Each of 
these types of models are briefly described and 
demonstrated in the following sections. 

2.4.1 Storage Modeling Tools 
An important aspect of water quality and contaminant 
propagation in drinking water distribution systems is 
the effect of system storage. Most utilities use some 
type of ground or elevated storage system to process 
water during time periods when treatment facilities 
would otherwise be idle. It is then possible to 
distribute and store water at one or more locations in 
the service area closest to the user. 

The principal advantage of distribution storage is that 
it equalizes demands on supply sources, production 
works, and transmission and distribution mains. As a 
result, the sizes or capacities of these elements may be 
minimized and peak power tariff periods for pumping 
can often be avoided. Additionally, system flows and 
pressures are improved and stabilized to better serve 
the customers throughout the service area. Finally, 
reserve supplies are provided in the distribution 
system for emergencies, such as fire fighting and 
power outages. 

In most municipal water systems, less than 25 percent 
of the volume of the storage in tanks is actively used 
(on a daily basis) under routine conditions. As the 
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Table 2-1.  Available Hydraulic and Water Quality Network Modeling Software Packages 

Network Modeling Software Company EPANET 
Based Website 

AQUIS Seven Technologies www.7t.dk/aquis 

EPANET EPA X www.epa.gov/ord/nrmrl/wswrd/epanet.html 

InfoWater H2ONET/H2OMAP MWHSoft X www.mwhsoft.com 

InfoWorks WS Wallingford Software www.wallingfordsoftware.com 

MikeNet DHI, Boss International X www.dhisoftware.com/mikenet 

Pipe2000 University of Kentucky www.kypipe.com 

PipelineNet SAIC, TSWG X www.tswg.gov/tswg/ip/pipelinenettb.htm 

SynerGEE Water Advantica www.advantica.biz 

WaterCAD/WaterGEMS Haestad Methods X www.haestad.com 

STANET Fisher-Uhrig Engineering www.stanet.net 

Wadiso GLS Eng. Software X www.wadiso.com 

water level drops, tank controls require high-service 
pumps to start in order to satisfy demand and refilling 
of the tanks. The remaining water in the tanks (70 to 
75 percent) is normally held in reserve as dedicated 
fire or emergency storage. This water tends to be 
stagnant and may cause water quality problems. 

Storage tanks and reservoirs are the most visible 
components of a water distribution system, but are 
often the least understood in terms of their effect on 
water quality. Although these facilities can play a 
major role in providing hydraulic reliability for fire 
fighting needs and in providing reliable service, they 
may also serve as vessels for unwanted complex 
chemical and biological changes that may result in 
the deterioration of water quality.  These storage tanks 
and reservoirs also contribute to increased residence 
time in drinking water systems. This increased 
residence time can contribute to the loss of disinfec
tant residuals and cause subsequent growth of 
microorganisms. Modeling can provide information 
on what will happen in existing, modified or proposed 
distribution system tanks and reservoirs under a range 
of operating situations (Grayman et al., 2004a). 

Three primary types of models are used for represent
ing storage tanks and reservoirs: computational fluid 
dynamics (CFD) models, compartment models, and 
physical scale models. In mathematical models, 
equations are written to simulate the behavior of 
water in a tank or reservoir.  These models range from 
detailed representations of the hydraulic mixing 
phenomena in the facility called CFD models to 
simplified conceptual representations of the mixing 

behavior called compartment or systems models. 
Physical scale models are constructed from materials 
such as wood or plastic. Dyes or chemicals are used 
to trace the movement of water through the model. 

2.4.1.1 CFD Models 
CFD models use mathematical equations to simulate 
flow patterns, heat transfer, and chemical reactions. 
Partial differential equations representing conserva
tion of mass, momentum, and energy are solved 
numerically for a two- or three-dimensional grid that 
approximates the geometry of the tank. CFD model
ing has been used widely in the chemical, nuclear, and 
mechanical engineering fields, and in recent years has 
emerged as a modeling tool in the drinking water 
industry (Grayman and Arnold, 2003). CFD models 
can be used to simulate temperature variations, 
unsteady hydraulic and water quality conditions, and 
decay of constituents in storage facilities. Signifi
cant experience is required to apply CFD models, and 
model run times of many hours, days, or even weeks 
are required for complex situations. Figure 2-7 depicts 
a graphical output from a CFD model showing the 
concentration throughout a tank at a snapshot in time 
resulting from a tracer that has been injected into the 
inflow. 

Many generalized CFD software packages are 
available that can be used to construct CFD models of 
tanks. Examples of such packages are listed in Table 
2-2. These packages vary in terms of capabilities, 
solution methods, ease of use, and support. Prior to 
selection of a package, the specific needs and 
capabilities of the user should be carefully evaluated. 
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Figure 2-7. Graphical Output from a CFD Model 
Showing Tracer Concentration in a Tank. 

Generally the purchase or lease of these packages is 
significant (typically on the order of $25,000 per 
year) and significant training/expertise is required to 
effectively apply them. 

2.4.1.2 Compartment Models 
Compartment models are a class of models in which 
physical processes (i.e., the mixing phenomena in the 
tank or reservoir) are represented by highly concep
tual, empirical relationships. This type of model is 
also referred to as a black box model, or input-output 
model. Since such models do not use detailed 
mathematical equations to describe the movement of 
water within the tank, they rely on engineering 
judgment or upon field data and past experience to 
define the parameters that control the behavior of the 
model. Compartment models are used in water 
distribution network models to represent mixing in 
tanks and reservoirs. Various assumptions can be 
made in these models about the mixing behavior in 
tanks including complete and instantaneous mixing, 
plug flow, last-in/first-out (LIFO) behavior, and multi-

Table 2-2.  Example CFD Modeling Software Packages 

compartment models. Both conservative substances 
and substances that decay according to a first-order 
decay function may be simulated in addition to 
simulation of water age. Compartment models are 
relatively easy to use and run in seconds as opposed 
to the long run times of CFD models. 

Compartment models of tanks are available as part of 
most water distribution system models. EPANET and 
several of its derivative commercial models allow the 
user to select from four options – a complete mix 
model, a plug flow first-in/first-out (FIFO) model, a 
LIFO (short circuiting) model and a two-compartment 
model. A stand-alone model called CompTank 
provides a wide range of alternatives and allows the 
user to model water age and reactive or conservative 
substances over a long period of time (Grayman et al., 
2000). This model uses tank inflow and outflow 
information that is generally available from SCADA 
records as its primary input. 

2.4.1.3 Physical Scale Models 
Physical scale models provide a relatively inexpen
sive mechanism for studying the mixing characteris
tics of tanks. In a physical scale model, a tracer 
chemical is added to the inflow (or internally within 
the model) and the movement of the tracer is moni
tored during the experiment (Grayman et al., 2000). 
Tracer substances include visible dyes, which are 
appropriate for developing a qualitative understand
ing of mixing behavior, and chemicals (e.g., calcium 
chloride) that can be measured by sensors in the tanks 
and used for quantitative assessments. Use of tracers 
of different density or careful control of temperature 
of the tracer can be used to study the impacts of 
thermal variations on mixing. Laws of similitude in 
hydraulics must be followed in order to account for 
the scaling effects. Scale models can vary in size and 
complexity from small tabletop models to large-scale 
models built in hydraulics laboratories. Figure 2-8 
depicts such a large-scale model. 

CFD Package Company Website 

CFD-ACE CFD Research Corp. www.cfdrc.com 

Cfdesign Blue Ridge Numerics www.brni.com 

CFX Ansys, Inc. www.software.aeat.com/cfx 

-3DFLOW Flow Science, Inc. www.flow3d.com 

Fluent Fluent, Inc. www.fluent.com 

Phoenics CHAM www.cham.co.uk 

SWIFT AVL www.avl.com 

Sinda/Fluint C&R Technologies www.crtech.com 

PAB3D Analytical Services & 
Materials 

www.asm-usa.com Figure 2-8. A Large Physical Model of a Tank (Source: 
Bureau of Reclamation Laboratory). 
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In an advanced technology form of physical scale 
modeling, three-dimensional laser induced fluores
cence is being used to provide detailed measurements 
of mixing in tanks (Roberts and Tian, 2002). Figure 2
9 shows an illustration of output from this technology. 

2.4.2 Transient Analysis Software 
A hydraulic transient is a rapid change in pressure 
associated with a pressure wave that moves rapidly 
through a piping system. A transient can be caused 
by a variety of events, such as rapid operation of a 
valve (including fire hydrants) or rapid pump starts 
and stops. If the magnitude of the resulting 
pressure wave is large enough and adequate 
transient control measures are not in place, a 
transient can cause a water hammer leading to 
failure of hydraulic components. It can also lead to 
instantaneous low or negative pressures that can 
result in intrusion of untreated water into the pipe, 
potentially resulting in contamination. Transient 
events are highly dynamic and sophisticated. 
Mathematical models are required to analyze their 
movement in a distribution system. 

Several commercial software packages for performing 

transient analysis in water distribution systems are 
available. Examples of such software are listed in 
Table 2-3. The technical capabilities, user interface, 
solution methods, graphical display, and technical 
support and training vary considerably among the 
packages. 

2.4.3 Optimization Tools 
Optimization tools allow the user to evaluate a large 
number of options and to select the specific alterna
tive that gives the best results in terms of predefined 
objective functions. In the area of water distribution 
system analysis, optimization models are used for 
calibration, design, and operational purposes. These 
applications are briefly described in the following 
subsections. 

2.4.3.1 Optimizing Calibration 
Calibration of a water distribution system model 
involves adjustments in various model parameters so 
that the model agrees with field measurements of flow 
and pressure. Such a tool is used most frequently with 
flow and pressure measurements taken during flow 
(hydrant) tests to stress the system. Parameters that 
are typically adjusted include roughness factors, 
demands, and status of isolation valves. 

Figure 2-9. Graphical Output Based on 3-D Laser Induced Fluorescence with a Physical Scale Model Showing 
Mixing in Tank (Source: Georgia Tech). 

Table 2-3.  Example Transient Modeling Software Packages 

Transient Modeling Software Company Website 

AQUIS Surge Seven Technologies www.7t.dk/aquis 

HAMMER Haestad Methods www.haestad.com 

Hytran v3.0 Hytran Solutions www.hytran.net 

Impulse Applied Flow Technology www.aft.com/products/impulse 

InfoSurge, H2OSurge MWHSoft www.mwhsoft.com 
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The production of transient low-and negative-
pressures in otherwise pressurized drinking water 
supply distribution systems creates the opportunity 
for contaminated water to enter the pipe from 
outside. Such events may be caused by the sudden 
shutdown of pumps or by other operational events 
such as flushing, hydrant use, and main breaks. 
Figure 2-10 illustrates an event that results in a 
negative pressure transient for 22 seconds caused 
by a power outage associated with a lightning 
strike. 

In a series of research projects (LeChevallier et al., 
2003; Gullick et al., 2004), the frequency and 
location of low-and negative-pressures in represen
tative distribution systems were measured under 
normal operating conditions and during specific 
operational events. These investigators also 
confirmed that fecal indicators and culturable 
human viruses were present in the soil and water 
exterior to the distribution system pipes. Their 
research shows that a well-calibrated hydraulic 
surge model can be used to simulate the occurrence 
of pressure transients under a variety of operational 
scenarios, and a model can also be used to deter
mine optimal mitigation measures. 

Although there are insufficient data to indicate 
whether pressure transients pose a substantial risk 
to water quality in the distribution system, mitiga
tion techniques can be implemented. These 
techniques include the maintenance of an effective 
disinfectant residual throughout the distribution 
system, leak control, redesign of air relief venting, 
installation of hydro-pneumatic tanks, and more 
rigorous application of existing engineering 
standards. 

Pr
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i)

negative 4.4 psi 
(± 2.0 psi) 
for 20 seconds 

Figure 2-10. Negative Pressure Transient Associated 
with a Power Outage. 

Use of manual adjustment techniques may involve 
many tedious runs of a distribution system model 
until the resulting predicted flows and pressures 
approximate the values observed in the field. When 
an optimization model is applied, the user defines an 
objective function, such as minimizing the square of 
the difference between observed and predicted values 
(for pressure and flow). The optimization algorithm 
then uses some type of controlled search method to 
identify the set of model parameters that will result in 
the best results (i.e., minimize the error). The user will 
generally set constraints on parameters so that the 
resulting values are reasonable. For example, the user 
may specify that the allowable range for the rough
ness factor for a certain set of ductile iron pipes range 
between 90 and 120. 

Over the past 40 years, various techniques have been 
applied as part of automated calibration methods 
(Rahal et al., 1980; Walski et al., 2003). The most 
common optimization technique in use today couples 
a hydraulic model with an optimization routine using 
genetic algorithms. Genetic algorithms are based on 
the theory of genetics in which successive population 
trials are generated with the “fittest” ones surviving 
to breed and evolve into increasingly desirable 
offspring solutions. The fitness of a solution is based 
on the objective functions that were previously 
described. Genetic algorithm-based calibration tools 
are available as optional components of several water 
distribution system analysis software packages. 

2.4.3.2 Design Optimization 
In a manner analogous to the calibration optimization 
technique described above, design optimization 
techniques evaluate a large number of distribution 
system design options and select the one that 
provides the best solution (Lansey, 2000).  Schaake 
and Lai (1969) first proposed such an approach and 
applied it to the design of major transmission lines 
providing water to New York City.  Since that time, 
numerous papers have been written on the subject 
(Walski et al., 2003) and have included a variety of 
techniques such as linear programming, dynamic 
programming, mixed integer programming, heuristic 
algorithms, gradient search methods, enumeration 
methods, genetic algorithms, and simulated anneal
ing. In recent years, genetic algorithm methods have 
been favored for this problem and have been widely 
used in a variety of situations and are included in 
several commercial software packages. The user 
should, however, be aware that genetic algorithms do 
not guarantee optimality.  These algorithms must be 
run several times to ensure near optimal solutions. 

Typically, design optimization tools limit a user to 
choose from designated piping options and to size 
the pipes to meet present and future demands. Cost 
minimization is the most common objective function. 
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Additionally, some researchers have incorporated 
reliability and capacity considerations (Mays, 1989). 

2.4.3.3 Optimization of Operation 
Models can also be used to optimize operations of a 
distribution system (Goldman et al., 2000). The most 
common areas of operation where such models have 
been applied are in energy management and water 
quality.  Chase et al. (1994) describe a computer 
program to control energy costs that incorporates a 
hydraulic model, a pump optimization program, and 
an interface. In the water quality area, Uber et al. 
(2003) used optimization techniques to determine 
optimal location and operation of chlorine booster 
stations. Jentgen et al. (2003) implemented a proto
type energy and water quality management system at 
Colorado Springs Utilities. This system combines a 
simplified distribution system model and an optimi
zation routine to adjust operation of the water system 
and power generation system in near real-time. 

2.4.4 Probabilistic Models 
Hydraulic and water quality models of distribution 
systems are deterministic models. For a set of network 
parameters and specific operations and demands, the 
model produces a single set of resulting flows and 
pressures. However, there is uncertainty in many of 
the aspects of these models including parameters such 
as roughness, demands, actual inside diameter of 
pipes, valve settings, and system controls. This 
uncertainty is generally due to both imperfect 
knowledge and natural variability. An emerging 
procedure is to embed a deterministic network model 
within a probabilistic framework and to examine the 
effect of uncertainty on the results. 

The most common approach to incorporating uncer
tainty in models is the use of a Monte Carlo simula
tion (Vose, 2000).  In this method, probability 
distributions are assigned to model parameters to 
represent the uncertainty associated with each 
parameter. The distribution system model is then run 
many times with parameter values being randomly 
drawn from the probability distributions. The results 
of many iterations are combined to determine the 
most likely result and a distribution of results. This 
approach has been used in legal cases where historical 
contamination events have been reconstructed 
(Grayman et al., 2004b), in evaluation of the impacts 
of purposeful contamination (Murray et al., 2004) and 
modeling bacterial regrowth in distribution systems 
(DiGiano and Zhang, 2004). 

2.5 Summary and Conclusions 
Acquiring and utilizing the proper data is very 
important for implementing water distribution system 
models. The key inputs include the characterization 

of the pipe network (e.g., pipes, pumps, tanks, and 
valves), water-demand information (temporal varia
tions are required in EPS), topographic information 
(elevations assigned to nodes), control information 
that describes how the system is operated, and EPS 
solution parameters (e.g., time steps, tolerances as 
required by the solution techniques). Periodic 
calibration and validation of a model is important to 
achieve optimum results. 

Models have become widely accepted within the 
water utility industry as a mechanism to simulate the 
hydraulic and water quality behavior of a real or 
proposed distribution system. They are routinely 
used for a number of tasks including capital invest
ment decisions, master plan development, and fire 
protection capacity design. Furthermore, these 
models have become very sophisticated and typically 
simulate both hydraulic and water quality behavior. 
Many modeling packages are integrated with GIS or 
CAD. Some software packages incorporate water 
hammers and tank mixing. EPANET is a public sector 
hydraulic/water quality model developed by EPA. 
EPANET also serves as the computation engine for 
many of the commercial models used by water 
utilities throughout the country.  In addition to 
EPANET and EPANET-based water distribution 
system models, there are several other tools available 
to users for studying specific needs, such as transient 
analysis and optimization analysis. 

To successfully apply a model to study a problem, one 
should clearly define the objectives and select an 
appropriate tool. Thereafter, understanding the 
accuracy of the input data and limitations of the 
model will enable the user to better interpret the 
results of the analysis and develop appropriate 
solutions. 
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Many of the assumptions and methodologies in use 
today in water distribution system modeling date 
back to the early work of Hardy Cross (1936). With 
the monumental increase in computational power 
and improvements in the ability to measure flow in 
experimental distribution systems, it is natural that 
some of the basic assumptions are being examined 
and challenged. Three notable examples of active 
research areas include the following: 

• Distribution system water quality models 
currently assume advective flow that results 
in water quality pulses moving through a 
pipe without spreading out longitudinally. 
Lee and Buchberger (2001) have studied 
pipe flow and found that dispersion has a 
significant effect on concentration profiles, 
especially in cases of intermittent laminar 
flow.  Lee (2004) developed an analytical 
equation which describes the unsteady 
dispersion of changing flow velocity in 
pipes based on the classic one-dimensional 
advection-dispersion equation by Taylor 
(1953). Tzatchkov et al., (2002) have 
developed an extension to the standard 
EPANET model that includes dispersion. 

• In distribution system models, deterministic 
demands are assigned to nodes. Buchberger 

et al., (2003) monitored water use at the 
individual home and neighborhood level 
and found that there are significant short-
term variations in water use. They have 
developed a model that represents water 
use as a series of pulses which can be 
simulated using a Poisson Rectangular 
Pulse model to capture the natural 
variability associated with water use. 

• Distribution system models currently 
assume complete mixing at a junction. As 
a result, if there are two pipes with flow 
entering the junction and two pipes 
through which the flow exits, the chemical 
content of the water in the two exiting 
pipes will be identical and represent an 
average of the characteristics of the two 
entering pipes. Van Bloemen Waanders et 
al., (2005) have tested this assumption 
using both laboratory analysis and CFD 
modeling. Figure 2-11a depicts the 
velocity field at a junction. Figure 2-11b 
presents the corresponding tracer 
concentrations at that junction. The figures 
indicate that the complete mix assumption 
would lead to some inaccuracy in 
computing chemical transport in a 
distribution system. 
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Figure 2-11a. Velocity Field at a Junction. Figure 2-11b. Tracer Concentration at a Junction. 
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Chapter 3 
Tracer Studies for Distribution System Evaluation 
Tracers have been used for decades to determine 
flow, travel time, and dispersion in surface waters 
and groundwater.  Tracers can be of various types, 
ranging from a physical object that can be visually 
detected in a stream or river to dyes or other 
chemicals whose concentrations can be monitored 
using special instrumentation. Fluorescent dyes 
have been used for many years to measure velocity 
and tidal movement in streams and estuaries. Use 
of tracers to understand the hydraulic movement in 
drinking water treatment unit processes or distribu
tion systems is a more recent development. When 
tracers are used in drinking water, care must be 
taken to ensure that they will have no adverse 
health effects and that their use does not result in 
any violations of primary and/or secondary drink
ing water MCLs. 

Tracers have been used in drinking water to 
estimate the travel time through various water 
treatment unit processes including clearwells 
(Teefy and Singer, 1990; Teefy, 1996; DiGiano et 
al., 2005). Tracer studies have also been conducted 
in distribution system tanks and reservoirs in an 
attempt to understand their mixing characteristics 
(Grayman et al., 1996; Boulos et al., 1996). They 
have also been used in water distribution networks 
to provide insight into the complex movement of 
water in a distribution system, to determine travel 
times, and to assist in calibration of distribution 
system hydraulic models (Clark et al., 1993; 
DeGiano et al., 2005; Vasconcelos et al., 1997; 
Grayman, 2001). For example, Boccelli et al. 
(2004) and Sautner et al. (2005) have used dual 
tracers injected into water distribution systems to 
assess travel time and characterize flow patterns in 
support of epidemiological investigations. With the 
recent interest in homeland security issues, tracers 
are being used to simulate the movement and 
impacts of accidental or intentional contamination 
of water distribution systems (Panguluri et al., 
2005). 

Conducting a distribution system tracer study 
involves (1) injecting the tracer into a pipe up
stream of the area to be studied, (2) shutting off or 
reducing a continuous chemical feed at the water 
treatment plant, or (3) use of a naturally occurring 
substance in source water.  The concentration is 
measured over time at various locations in the 
water distribution network as it moves through the 
study area. To be successful, a tracer study requires 
careful planning and implementation. This chapter 
provides information and guidance on planning 

and conducting tracer studies in drinking water 
distribution systems. 

Tracer studies in distribution systems may provide a 
wide variety of useful information, including the 
following: 

•	 Calculating travel time, residence time, or water 
age in a network. 

•	 Calibrating a hydraulic model. 

•	 Defining zones in a network served by a 
particular source and/or assessing the degree of 
blending with water from other sources. 

•	 Determining the impacts of accidental or

intentional contamination.


•	 Identifying appropriate sampling locations 
within the water distribution network. 

Tracer studies may also assist water utilities in 
complying with various regulatory requirements. For 
example, the DBPR2 IDSE draft Guidance Manual 
(EPA, 2003a) recognizes the use of tracers as a means 
of calibrating models and predicting residence time as 
a partial substitute for required field monitoring. 
Several rules and regulations (both existing and 
proposed) are currently being reviewed, such as the 
TCR and a proposed distribution system rule. Water 
quality modeling and model calibration are likely to 
play a role in the development and/or promulgation 
of these rules. 

The scope of a tracer study may vary considerably 
depending upon the study needs, size, and complex
ity of the distribution network being evaluated. A 
study area may consist of a single stretch of pipe, an 
entire neighborhood, a portion of a large distribution 
system, a pressure zone, or in some cases, the entire 
distribution network. The resources required to 
conduct a tracer study will vary with the extent, 
complexity of the study, and the test equipment used. 
Careful planning and implementation are critical in 
all cases to ensure meaningful results. Section 3.1 of 
this chapter contains information that can be used 
during the planning phases of a tracer study.  Section 
3.2 provides a summary of the tasks associated with 
executing a tracer study.  Section 3.3 presents typical 
costs associated with conducting a tracer study. 
Finally, Section 3.4 presents a summary, conclusions, 
and recommendations for this chapter. The use of 
tracer study data for model calibration/validation is 
described in Chapter 4. 
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3.1 Planning and Designing a 
Distribution System Tracer 
Study 

The initial step in any tracer study is a planning and 
design phase during which study-specific logistical 
details are identified and addressed. These details 
should be presented in a comprehensive manner in a 
planning document or work plan that can be reviewed 
and commented on by parties that may have an 
interest in the tracer study (e.g., team members, water 
utility staff and managers, and state regulatory 
officials). Planning and design-phase elements may 
include the following: 

• Establishing study objectives and timeline. 

• Forming a study team. 

• Defining study area characteristics. 

• Selecting tracer material. 

• Selecting field equipment and procedures. 

• Developing a detailed study design. 

• Addressing agency and public notification. 

The details of each of these tasks are described in the 
following sub-sections. 

3.1.1 Establishing Study Objectives and Time-
Line 

A clear statement of the study objectives should be 
developed, even before logistical planning begins. 
For example, an objective statement might read 
“determine travel times from the Lincoln Water 
Treatment Plant to key locations (transmission mains 
and representative local mains) in the Washington 
Pressure Zone under typical summer operation.”  Such 
a statement provides a clear understanding of the 
study’s overall goals and objectives.  A study objec
tive may also be more specific and define additional 
key elements such as tracer material, dosage, and 
injection duration. 

Depending upon the objective, an approximate time-
line (schedule) for the study should be formulated. 
Frequently, external constraints such as weather, 
system operation, and availability of personnel/ 
equipment may influence this timeline. In other 
cases, the project timeline may depend upon the 
specific objective of the study.  For example, if the 
maximum community exposure to a contamination 
event is being studied, the timeline should be 
consistent with the season and time during which the 
event is likely to occur.  If the study is intended to 
identify locations in the system where the lowest 
chlorine residuals are found, the study should be 

conducted during a period when minimum chlorine 
residuals occur. However, it is not always possible to 
conduct a tracer study to match system conditions 
that coincide with the study time-frame. Therefore, a 
reasonable alternative is to use the tracer to calibrate a 
study-area-specific network model, under a given set 
of conditions, that can be used to simulate other 
critical events under different conditions. 

In mid-western U. S., October-November is the best 
time-frame to conduct a tracer study in a residential 
area. During this time, the utility has greater operational 
flexibility because it is not stressed by high demands, 
weather is conducive to outdoor activity, and cold 
weather pipe breaks are minimal. 

3.1.2 Forming a Study Team 
A “tracer study team” should be formed at the 
beginning of the project. Depending on the size and 
scope of the study, the size of the team may vary from 
as few as three members to a sizable group of as many 
as twenty members. However, the range of functions 
and responsibilities that must be considered are 
approximately the same in all types of studies. The 
team makeup must include members with expertise for 
planning and carrying out the following activities 
and functions: understanding study area distribution 
system and treatment operations; conducting prelimi
nary modeling studies; selecting, acquiring, and 
installing field equipment; managing and organizing 
field crews; performing field sampling; conducting 
laboratory analysis; analyzing and reporting results; 
and performing communications and notifications. 

Study teams may be made up of water utility person
nel, consulting engineering firm personnel, contractor 
staff, students from universities, and in some cases, 
federal or state governmental agency employees. 
Specific responsibilities and roles should be assigned 
to each team member.  It is recommended that the 
study team meet on a regular basis to ensure that the 
task deadlines are met and the study objectives are 
achievable. If the tracer study includes new or never-
before used equipment, training sessions for study 
team members should be included as part of study 
timeline and activities. 

3.1.3 Defining Study Area Characteristics 
After the study team is formed, perhaps the first task 
to be undertaken is to identify the key characteristics 
of the study area. These characteristics include: the 
piping system network, pumping and storage opera
tions, inflow and outflow through study area bound
aries, temporal and spatial variations in water con
sumption, presence of large water users that may 
significantly impact water use patterns, and the 
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When planning a tracer study, the effects of distribu
tion system tanks and reservoirs should be considered 
(Grayman at al., 2004). When a tracer enters a tank in 
the inflow, it mixes with the distributed water and then 
exits the tank at a different concentration during the 
subsequent draw cycles. Mixing in the tank may be 
rapid and complete or there may be short-circuiting or 
plug flow behavior that affects the concentration in the 
effluent.  Various mathematical tools such as CFD 
models may be applied to estimate the mixing charac
teristics of a tank and the effects on tracer concentra
tion during discharge periods (Grayman et al., 2004). 
Distribution system models such as EPANET allow the 
user to simulate mixing in tanks by several alternative 
conceptual and simplified models such as completely 
and instantaneously mixed, short circuiting, plug flow, 
and multiple compartment mixing. The effects of tanks 
can impact the needed tracer dosage rate and injection 
duration and the subsequent sampling frequency and 
duration in parts of the distribution system impacted 
by the tank. During the tracer study, the impacts of 
mixing in the tank can be determined by sampling in 
the inflow and outflow lines, and in some cases, 
internally within the tank. 

geography and local features associated with the 
study area that could potentially constrain field 
activities. 

A large commercial user such as a golf course in the 
neighborhood may impact the study events. 

There are several tools and procedures that can be 
applied to improve the team’s understanding of the 
target water distribution system area prior to conduct
ing the tracer study. If a hydraulic model of the 
distribution system (under study) is available, it 
would be very helpful to use the model to simulate 
the tracer study under expected conditions. Examina
tion of documents, such as master plans or operational 
reports, can also shed light on how the water system 
behaves. The study team or key members of the study 
team should also tour the study site with as-built pipe 
drawings to identify potential locations for safely 
installing field injection equipment, as well as flow 
and tracer monitoring equipment. 

3.1.4 Selecting Tracer Material 
Criteria that can influence the selection of a particular 
tracer include: 

•	 regulatory requirements, 

•	 analytical methods and instruments available 
for measuring tracer concentration, 

•	 injection and storage requirements, 

•	 chemical reactivity, 

•	 chemical composition of the finished water, 

•	 overall cost, and 

•	 public perception. 

Ideally, a tracer should be inexpensive, nonreactive 
with both water and distribution system materials, 
safe to drink when dissolved in water, easily dispersed 
in water, aesthetically acceptable to customers, able to 
meet all drinking water regulations, and inexpen
sively and accurately monitored in the field by 
manual and automated methods. There is no one 
tracer that will meet all of these criteria for a given 
study. Frequently, there are tradeoffs among the 
criteria listed above that must be assessed when 
selecting a tracer. The tracer to be used in the study 
should be determined early in the planning stage, and 
approval for its use received from the water utility and 
state regulatory agencies. 

Tracers may fall into three broad categories: a 
chemical that is normally added to the water during 
the treatment process and that may be temporarily 
shut off during the study; a chemical that is added to 
the water by the team during the study; or a naturally 
occurring substance in the source water that may be 
adjusted in some manner to create a tracer. 

The most commonly used tracers are fluoride, calcium 
chloride, and sodium chloride. 

3.1.4.1 Fluoride 
Fluoride is frequently added to water supplies 
because of its health benefits, but can be turned off 
for short periods, thereby making the non-fluori
dated water a tracer in the system. When fluorida
tion is not practiced, fluoride can be added to the 
water system and used as a tracer by injection. It is 
especially popular with utilities that routinely add 
fluoride as part of the treatment process, because 
little effort is required to turn the fluoride off and 
on. When the fluoride feed is shut off, a front of 
low-fluoride water (or no fluoride if there is no 
natural background concentration) becomes the 
tracer.  A second tracer test (or a continuation of the 
initial test) can be performed when the fluoride feed 

Fluoride can interact with coagulants that have been 
added during treatment and in some circumstances 
can interact with pipe walls leading to non-conserva
tive behavior.  Thus, when used in systems that do not 
generally fluoridate, a field test should be performed 
to determine possible interactions with pipes. 
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is turned back on, thus making it possible to 
generate two sets of tracer data in one study. 

The MCL for fluoride is 4 mg/L. However, if the 
secondary MCL of 2 mg/L is exceeded, customers 
must be notified. Background levels of fluoride can 
vary significantly and actually exceed the secondary 
MCL in some geographic areas. 

In cases where a utility is not permitted to completely 
shut off the fluoride feed, it may be feasible to 
increase the fluoride feed prior to the tracer study and 
to reduce the fluoride feed during the test. Care 
should be exercised to avoid exceeding the secondary 
MCL. However, there must be a sufficient change in 
the fluoride concentration feed in order to trace the 
change through the system. Thus, for example, a 
decrease in feed concentration from 1.2 mg/L to 0.8 
mg/L may not be sufficient, but a decrease in concen
tration from 1.5 mg/L to 0.5 mg/L may be adequate. A 
change in fluoride dosage may have to be pre-
approved by state regulators. Depending upon the 
duration of the study, the state agency may choose to 
allow a temporary shutoff or set a specific lowest 
allowable-fluoride-concentration requirement. 

In most treatment plants, fluoride is injected prior to a 
final clearwell.  As a result, when the feed is shut off as 
a part of the tracer study, there is both a time delay 
and a gradual change in concentration in the clearwell 
discharge as the non-fluoridated and fluoridated water 
mix. Therefore, wherever and whenever possible, the 
clearwell should be operated at minimum water levels 
during the tracer test in order to achieve a relatively 
sharp front of non-fluoridated water leaving the 

In a study conducted in the Cheshire service area of the 
South Central Connecticut Regional Water Authority 
(SCCRWA) in 1989, the fluoride feed was turned off to 
provide a tracer to validate a hydraulic and water 
quality model of their water distribution system (Clark 
et al., 1991). This study was among the first applica
tions of water quality models in the world.  SCCRWA 
normally added fluoride at a level of approximately 1 
mg/L. For purposes of the model validation study, the 
fluoride feed was turned off for a period of 7 days and 
then turned back on with sampling occurring for an 
additional 7 days. This approach yielded, in effect, two 
tracer fronts. During the study, grab samples were taken 
every few hours at 16 hydrants, two well fields, one 
tank, four continuous analyzer sites, and daily at 19 
“deadend” sites. Additionally, experimental units were 
installed at a few sheltered sites to automatically 
measure fluoride concentrations and to take discrete 
samples for later analysis. A total of 2,150 fluoride grab 
samples were taken during the study and analyzed in 
the laboratory. 

treatment plant. It is also important to evaluate the 
impact of travel through finished water storage 
reservoirs on the concentration of tracer during the 
study.  An alternative is to inject fluoride solution 
(e.g., sodium fluoride) at a point in the main transmis
sion line downstream of the clearwell where both flow 
and injection rate can be simultaneously monitored 
and measured. 

Ion-selective electrodes (ISE) can be used in conjunc
tion with data loggers to provide continuous monitor
ing capability.  At present, however, these instruments 
are relatively expensive (approximately $5,000 to 
$10,000 each) and have only been used extensively 
in large-scale tracer studies (Maslia et al., 2005; 
Sautner et al., 2005). Generally, grab samples are 
taken and analysis is performed manually in the field 
or laboratory. 

Under some circumstances, fluoride is not a fully 
conservative chemical. In one study (Vasconcelos et 
al., 1996) in a system that did not normally fluoridate, 
a 13-hour pulse (step input of limited duration) of 
fluoride was injected into the feed line of a pressure 
zone. Field measurements of fluoride concentrations 
in the zone during the study indicated a significant 
loss of fluoride. It was postulated that some of the 
fluoride was deposited on the pipe wall. In a 
followup study, this problem was virtually eliminated 
by injecting fluoride over a period of several days 
prior to the actual study in order to pre-condition the 
pipes. 

3.1.4.2 Calcium Chloride 
Calcium chloride (CaCl

2
) has been used in many 

tracer studies throughout the U.S. It is considered to 
be safe and relatively easy to handle. Generally, a 
food grade substance is required. It can be purchased 
as a liquid (typically a 30 to 35% solution) or as a 
powder that can be mixed with water to form a 
solution. 

If calcium chloride is chosen as a tracer, the study 
personnel should be aware of the secondary drinking 
water MCL for chloride (250 mg/L).  A target that is 
less than the secondary MCL should be set in order to 
provide a safety factor.  Where chloride levels are 
high, calcium chloride may not be an appropriate 
choice for a tracer. 

Grayman et al., (2000) utilized calcium chloride as a 
tracer in two studies of mixing in distribution system 
tanks. In both studies, the chemical was injected into 
the inflow pipe of the tank during the fill cycles, and 
conductivity and chloride were measured at locations 
within the tank. Calcium chloride has recently been 
used in several distribution system studies (Panguluri 
et al., 2005; Maslia et al., 2005; and Sautner et al., 
2005). 
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Calcium chloride can be monitored by measuring 
conductivity, or by measuring the calcium or chloride 
ion (Standard Methods, 1998). Conductivity is 
typically the easiest of these parameters to measure 
and is most amenable to inexpensive continuous 
monitors. However, conductivity is not a truly linear 
parameter (i.e., if a beaker of water of conductivity 100 
mS/cm is combined with a like volume of water with a 
conductivity of 300 mS/cm, the conductivity of the 
resulting solution will not be exactly 200 mS/cm). As 
a result, distribution system models (that all assume 
linearity) can only approximately represent conductiv
ity.  Therefore, when using conductivity as the 
measured parameter, the options are to accept the 
linear approximation or convert conductivity to a true 
linear parameter such as chloride or calcium. If the 
former option is chosen, the amount of resulting error 
should be established in laboratory tests of waters of 
varying conductivity.  If the latter option is chosen, 
the relationship between conductivity and chloride (or 
calcium) must be established in the laboratory.  It 
should also be noted that most field devices are set up 
to measure specific conductance instead of conductiv
ity (conductivity is temperature sensitive, whereas 
specific conductance is referenced to 25°C). For the 
purposes of this document, conductivity is assumed to 
represent specific conductance. 

3.1.4.3 Sodium Chloride 
Sodium chloride (NaCl) can be used as a tracer and 
has many characteristics similar to calcium chloride 
in that it can be traced by monitoring for conductivity 
or for the concentration of the chloride or sodium ion. 
The allowable concentration for sodium chloride is 
also limited by the secondary MCL for chloride and 
the potential health impacts of elevated sodium 

In a recent tracer study in Hillsborough County, 
Florida, two separate tracer chemicals were used to 
study the movement of water in a large distribution 
system (Boccelli et al., 2004). Approximately 2,200 
gallons of a saturated NaCl solution was injected into 
the finished water of a treatment plant as a series of 
four pulses ranging in duration from 1 to 3 hours over 
a 24-hour period. Simultaneously, the normal fluoride 
feed was shut off at the plant. Continuous conductiv
ity monitors were installed at 14 locations in the 
distribution system to monitor for the NaCl tracer. 
Grab samples were taken to monitor the low fluoride 
front as it moved through the system and to evaluate 
water quality changes. The resulting extensive 
hydraulic and water quality database is being used to 
calibrate a hydraulic and water quality model of the 
system (Boccelli and Uber, 2005). 
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levels.  EPA reports that taste thresholds for sodium 
vary significantly among individuals, ranging from 
30 to 460 mg/L (EPA, 2003b). 

3.1.4.4 Other Chemicals That May be Added as 
Tracers 

Other chemicals added as part of a tracer study 
include lithium chloride and chlorine. Lithium 
chloride is a popular tracer in the United Kingdom but 
is used less frequently in the U.S., partly because of 
the public perception of lithium as a medical pharma
ceutical. There are no field techniques for measuring 
lithium, and it is not easily amenable to automated 
continuous measurement. Samples must be collected 
and lithium concentrations measured in the laboratory. 

Chlorine is commonly used as a disinfectant in many 
water systems. Because chlorine is reactive, it will 
decay over time.  Under some circumstances, however, 
it can be used effectively as a tracer.  It is most 
effective in a water where chlorine is not highly 
reactive (low decay rate) with either the water or 
distribution system material, and where the concentra
tion levels can be increased above the normal level to 
create a front of water with a high chlorine concentra
tion propagating through the system.  However, in no 
case should the chlorine or chloramine be decreased 
to a level that may affect the disinfection process 
(Ferguson and DiGiano, 2005). Again, any tracer 
study should first be approved by the state regulators. 

3.1.4.5 Naturally or Normally Occurring Tracers 
Perhaps the most difficult part of conducting a tracer 
study is obtaining permission to add a chemical and 
then injecting the tracer into the system at a concen
tration consistent with regulations. Much of this 
effort can be avoided if there is a natural tracer 
available. Natural tracers are generally site-specific, 
but many options do exist and should be explored. 
The most common situation is the existence of 
multiple sources of water with different chemical 
signatures or if a change is planned in the chemical 
signature at a single source. Examples of these 
situations are described below. 

Some of the chemical signatures that may be used to 
differentiate between sources include THM concen
trations, hardness, conductivity, and treatment 
coagulant. Sampling in the distribution system for 
these “tracers” will provide information on zones 
served by each of the sources and the extent and 
variation of the mixing that takes place in these zones 
over time.  Alternatively, if one water source can be 
turned off for a period of time until the other source 
has reached chemical equilibrium throughout the 
system, the original source can be turned back on and 
used as a tracer as it propagates through the system. 
One of the first uses of natural tracers was in the North 
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Making a major change in the incoming water supply 
such as a change in source water or modifying treatment 
may provide an opportunity to conduct a tracer test. 
The increased use of chloramines as a secondary 
disinfectant, to reduce the formation of DBPs, intro
duces another potential tracer opportunity.  When a 
water utility switches from chlorine to chloramines (or 
vice versa), the chemical signature of the water changes 
and can be monitored by measuring both free and total 
chlorine. Namely, with chloramination, total chlorine is 
typically much higher than free chlorine, while with free 
chlorination, free and total chlorine will typically be 
very similar.  A tracer study can be conducted when a 
system first adopts chloramination. Alternatively, many 
water utilities routinely switch back from 
chloramination to chlorine (e.g., annually for a month) 
in order to kill ammonia-oxidizing bacteria and thus 
reduce the chances of nitrification. This provides a 
recurring opportunity to conduct such a tracer study. 

Penn Water Authority (NPWA) located in Lansdale, PA 
(Clark and Coyle, 1990).  A field research project was 
conducted by EPA and NPWA that resulted in the 
development of a series of models that were used to 
study contaminant propagation in the water distribu
tion system. The utility used a combination of 
groundwater with high levels of hardness and surface 
water containing higher levels of THMs. This resulted 
in two sources of water with very different quality 
characteristics. By monitoring changes in water 
quality that occurred at selected sampling points in 
the utility network, it was possible to use hardness 
and THM concentrations as tracers to validate the 
model. 

Another case occurred in the North Marin Water 
District (NMWD) in northern California (Clark et al., 
1994) where natural differences in water characteris
tics were used to serve as a tracer for validation of a 
water distribution system model.  In this EPA-
sponsored study, the utility used two sources of water 
with dramatically different water quality characteris
tics. The first source, Stafford Lake, has a very high 
humic content and thus has a very high THM forma
tion potential. The other source is the North Marin 
Aqueduct with a very low humic content and thus a 
very low THM formation potential. The model was 
further validated by predicting chlorine residual 
losses at various points in the network. In a follow-up 
study supported by AwwaRF (Vasconcelos et al., 
1997), the investigators used sodium as a tracer to 
validate the model. 

DiGiano and Carter (2001) and DiGiano et al. (2005) 
traced the flow from two separate treatment plant 
sources at the same time by simultaneously reducing 

the fluoride feed at one plant while changing the 
coagulant added at the other plant. Normally, ferric 
chloride (FeCl

3
) was used as a coagulant at both 

plants. During the tracer study, the coagulant at one 
plant was changed to aluminum sulfate [Al

2
(SO

4
)

3
]. 

Fluoride, sulfate, and chloride were measured 
throughout the distribution system. 

Water utilities should carefully examine their particu
lar system to determine if a natural tracer is available 
or if source-chemical signatures may be modified to 
be used as a tracer. 

Sweetwater Authority in southern California took 
advantage of a normal changeover in source water 
quality to perform a tracer study in their distribution 
system (Hatcher et al., 2004). In this case, the utility 
semi-annually changes the primary source of their water 
supply from local Sweetwater Reservoir raw water to 
water provided by the California Aqueduct. These two 
sources have very different chemical characteristics; 
most significantly, the organic carbon content (i.e., 
humic and fulvic acids) of Sweetwater Lake water is 
much higher compared to the raw aqueduct water. The 
measurement of molecular organic carbon absorbance at 
254 nanometers, utilizing an ultra-violet-visible (UV
VIS) spectrophotometer, is a surrogate measurement for 
the organic carbon content in water. UV-254 measure
ments were taken from grab samples at the treatment 
plant and at 28 sites within the distribution system over 
the five-day changeover period. The distribution 
system sites included most of the TCR sampling sites in 
addition to selected tanks. The resulting database was 
used to assess the movement of water in the system, the 
travel time throughout the system, boundary zones in 
the distribution system between areas served by the 
surface water plant and secondary sources, and calibra
tion/validation of the distribution system model. 

3.1.4.6 Comparison of Tracers 
Teefy (1996) investigated tracer alternatives for use in 
studies of residence time in clearwells and described 
the chemical characteristics of the individual tracers. 
Table 3-1 summarizes various chemical characteristics 
identified in that report. 

There are advantages and disadvantages associated 
with each of the general types of tracers: conservative 
(non reactive) tracers, reactive tracers, chemicals that 
are normally added to the water but can be turned off, 
and natural chemical signatures in the finished water. 
Conservative tracers are more easily modeled than 
non-conservative tracers. Natural tracers or chemicals 
that can be turned off are easier to use than injected 
chemicals. Certain chemicals are more amenable to 
continuous monitors. These and other factors should 
all be considered when selecting a tracer for a study. 
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Table 3-1.  Tracer Characteristics (adapted from Teefy, 1996) 

Fluoride Calcium Sodium Lithium Chloride 

Commonly 
available forms 

H2SiF6 
NaF 
Na2SiF6 

CaCl2 NaCl dry LiCl CaCl2 
NaCl 
KCl 

Analytical IC, AA, AA, AA, IC, 
methods ISE, IC, IC, IC, ISE, 

SPADNS method ICP, 
EDTA titration 
Conductivity 

ICP, 
FEP 
Conductivity 

ICP, 
FEP 

AgNO3 titration, 
Hg(NO3)2 
titration 

Typical 
chemical cost 

Food-grade 
H2SiF6 

$7.6/100 lb 
23.97% liquid1 

$140/55 gallons 
- 49% liquid2 

Food-grade 
CaCl2 

$150/55 gallons 
- 35% liquid3 

Food-grade NaCl 

$12/50 lb4 

$6/50 lb 5 

Lab-grade LiCl6 

$22 - $48/500g7 

Food-grade NaCl 
$12/50 lb4 

$6/50 lb5 

Typical 
analytical cost 
per sample 

$188 (IC) 
$1610 (IC) 
$1211 (ISE) 
$2512 (IC) 

$108 (ICP) 
$1210 (ICPMS) 
$511 (ICP) 

$108 (ICP) 
$1210 (ICPMS) 
$511 (ICP) 

$128 (ICP9) 
$1210 (ICPMS) 
$611 (AA13) 

$188 (IC) 
$1610 (IC) 
$1210 (EPA 325.3) 
$1211 (IC) 

Typical 0-4 mg/L Varies greatly (1 Varies greatly (1 Usually below 5 Varies greatly (1
background 300 mg/L), use 500 mg/L) mg/L 250 mg/L) 
levels in water only when low 
distribution 
systems 

Regulatory 4 mg/L SDWA None known. 20 mg/L for None known. 250 mg/L 
limits MCL, 2 mg/L See limits for restricted diet See limits for secondary 

secondary MCL chloride. (EPA chloride. standard 
recommendation) 

1 Provided by Lucier Chemical Industries (LCI), Ltd., http:// 
www.lciltd.com 

2 Provided by Bonded Chemicals, Inc., http://www.chemgroup.com/ 
bci.htm 

3 Provided by Benbow Chemical Packaging, Inc., http:// 
www.benbowchemical.com 

4 Provided by Skidmore Sales and Distributing Company, Inc., http:/ 
/www.skidmore-sales.com 

5 Provided by Ulrich Chemical, Inc., http://www.ulrichchem.com 
6 Food grade LiCl is not available. 
7 Provided by Science Kit & Boreal Laboratories, http:// 

www.sciencekit.com 
8 Provided by Severn Trent Laboratories (STL) North Canton, Ohio, 

http://www.stl-inc.com.  Prices are based on a large sample volume 
(> 500 samples). 

9 STL North Canton Laboratory is not certified for Lithium test in 
Ohio. 

10 Provided by SPL Laboratories, Inc., http://www.spl-inc.com 
Prices are based on a large sample volume (> 500 samples). 

11 Provided by Environmental Enterprises, Inc., http:// 
www.eeienv.com Prices are based on a large sample volume (> 
500 samples). 

12 Provided by FOH Environmental Laboratory for the CDC study at 
Camp Lejeune, NC. http://www.foh.dhhs.gov/.  The analytical cost 
per sample includes cost for providing a sample bottle and report. 

13 Environmental Enterprises, Inc. is not certified for Lithium test. 

Note: Tracers 
CaCl calcium chloride

2 

H SiF hydrofluosilicic acid
2 6 

KCl potassium chloride

LiCl lithium chloride

NaF sodium fluoride

Na SiF sodium silicofluoride
2 6 

NaCl sodium chloride 

Analytical methods 
AA atomic absorption spectrometry 
AgNO

3 
silver nitrate 

EDTA ethylenediaminetetraacetic acid 
FEP flame emission photometric method 

Hg(NO
3
)

2
 mercuric nitrate 

IC ion chromatography 
ICP inductively coupled plasma 
ISE ion selective electrode 
SPADNS Trisodium (4,5-Dihydroxy-3-[(p

sulfophenyl)-2,7-) naphthalene 
disulfonic acid 
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After investigating tracer options and selecting the 
most appropriate tracer, the governing state drinking 
water agency should be contacted. The agency 
should be provided with the specifics regarding the 
proposed study including location(s), proposed time-
line(s) and selected tracer material. Once agreement 
has been reached and consent is received, the study 
team can then proceed with the next steps in the 
planning process. 

3.1.5 Selecting Field Equipment and Procedures 
Once a tracer has been selected and approval has been 
received from the appropriate water utility managers 
and regulatory agencies, specialized equipment must 
be identified and procured, including injection 
pumps, temporary tracer storage tanks, and various 
flow and tracer monitoring equipment (e.g., tracer 
chemical, reagents, and/or sample bottles). Vendors 
should be contacted for technical information, 
equipment availability, and cost quotations for the 
required field equipment and analytical instrumenta
tion. The major decisions to be made and the items to 
be purchased prior to the execution of the study are 
discussed in the following subsections. 

3.1.5.1 Injection Pump(s) 
Pumps that are typically used in drinking water 
applications can be broadly classified as centrifugal 
pumps or positive displacement pumps. The centrifu
gal pumps produce a head and a flow by increasing 
the velocity of the liquid with the help of a rotating 
vane impeller.  The positive displacement pumps 
operate by alternating between filling a cavity and 
displacing the volume of liquid in the cavity.  The 
positive displacement pumps deliver a constant 
volume of liquid (for a given speed) against varying 
discharge pressure or head. By design, the positive 
displacement pumps are better suited to serve as an 
injection pump for a tracer study.  Examples of 
positive displacement pumps include: rotary lobe, 
progressing cavity, rotary gear, piston, diaphragm, 
screw, and chemical metering pumps (e.g., bellows, 
diaphragm, piston, and traveling cylinder). 

Selection of the most appropriate positive displace
ment pump depends upon the injection rate, the 
pressure in the receiving system, the chemical 
characteristics of the tracer, and local experience and 
preferences. Two types of positive displacement 
pumps have generally been used in tracer studies: 
gear pumps and metering pumps. The final selection 
depends upon viscosity of the tracer material, 
variability of pressure in the main, dosage accuracy 
needs, and other local factors. Furthermore, to control 
the drive speed (i.e., dosage), these pumps are 
equipped with alternating current (AC) or direct 
current (DC) motor.  If a pump has an AC motor, 
frequency is adjusted; if it is equipped with a DC 

motor, voltage is adjusted to control speed. 

EPA has used gear pumps equipped with variable 
frequency drives in the past with success for conduct
ing tracer studies. Other studies have reported success 
with metering pumps with variable speed or variable 
stroke controllers. The pump should be sized in 
accordance with the anticipated tracer dosage (for 
more details, see Tracer Dosage and Injection Dura
tion Section 3.2.3) and pressure range in the main 
pipe for the selected injection location(s) in the study 
area. Depending upon the location and dosage 
requirements, more than one size of pump may be 
needed (excluding backup pumps). 

3.1.5.2 Tracer Storage and Dosage Rate 
Measurement 

Tracers are available in dry or liquid form. If pur
chased as a powder, provisions for mixing the powder 
with water must be made. If the tracer is purchased in 
liquid form, it typically comes in either 55-gallon 
drums or in larger containers such as a 330-gallon 
tote. If only a small amount of tracer is needed, a 
single 55-gallon drum will typically suffice. For 
greater accuracy, it is recommended that the tracer be 
transferred from 55-gallon drums to a suitably sized 
day tank with a sight glass (used to periodically 
monitor the total tracer volume dosed). It is easiest to 
pump the tracer from a single container rather than 
having to switch the pump from container to con
tainer during the injection process. Details on tracer 
dosage calculations are presented in Section 3.2.3. 

If a metering pump is purchased, care must be taken so 
that the pump flow rate is calibrated for the specific 
tracer solution (by the vendor). Furthermore, the 

During a tracer study when a tracer chemical is being 
injected into the system, in order to meet water quality 
regulations and to simplify the modeling, it may be 
desirable to maintain a constant tracer concentration in 
the receiving pipe. This can be accomplished by 
monitoring the resulting concentration in the receiving 
pipe and manually adjusting the tracer injection rate or 
through the use of a closed-loop system for automati
cally controlling the injection rate based on flow in the 
receiving pipe. The automated process is most 
effective at a location where the flow in the pipe is 
varying relatively slowly and where a flow meter 
exists.  A typical situation is the use of an existing 
venturi meter that generates a 4-20 milli-ampere (ma) 
signal. This signal can be used as input to a controller 
that has been calibrated and programmed to control the 
stroke or speed of a variable stroke or speed injection 
pump. If the flow in the receiving pipe is varying 
rapidly over a large flow range, it is difficult for the 
closed-loop system to respond quickly. 
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variable area flow meters (rotameters - with floats 
contained in an upright conical tube) are relatively 
inaccurate for measuring tracer dosage even after 
adjustments are made for density and viscosity. 
Figure 3-1 shows a “flow tube” that can easily be 
custom fabricated and calibrated to accurately 
measure the rate of tracer injection. It is recom
mended that the supply tank also be marked to keep 
track of the tracer fluid level. Times should be noted 
at each mark so that it is possible to create a mass 
balance for the tracer injected during the study. 

5 gal 

4 gal 

3 gal 

2 gal 

1 gal 

from to 
storage injection 

tank pump inlet 

Figure 3-1. Flow Calibration Tube. 

3.1.5.3 Distribution System Flow Rate 
Measurement 

In order to calculate the concentration of the tracer in 
the receiving pipe, it is necessary to know the flow 
rate in the pipe, the injection rate of the tracer, the 
injected concentration of the tracer, and the back
ground concentration in the water before tracer is 
added. Flow rate should be measured continuously, 
because variations in pipe flow rate can affect tracer 
concentration. These fluctuations in flow can be 
accommodated by manually adjusting the tracer 
injection rate in the field or through the use of a flow-
paced injection pump that responds to the flow in the 
receiving pipe. 

Placement of additional flow meters or other flow 
measuring devices at various points in the system is 
recommended. This information will be very useful 
during the post-tracer modeling studies and is 
invaluable in calibrating a network hydraulic model. 
If the existing system does not have an adequate 
number of flow meters for purposes of a tracer study, 
installation of additional meters is recommended. 

Various types of flow meters may be used to 
measure flow in pipes.  They are categorized as either 

non-intrusive or intrusive meters.  Portable ultrasonic 
flow meters are non-intrusive and provide reasonably 
accurate data if the pipe material is conductive and 
relatively non-tuberculated. The ultrasonic flow 
meter requires suitable upstream/downstream straight 
runs of pipe. Insertion flow meters are also an option 
for measuring pipe flow rates. Insertion meters are 
intrusive, and may be magnetic (magmeters) that are 
flange coupled to the pipe or have propellers that 
must be inserted through a hole in the pipe. All meters 
require that the receiving main pipe be exposed (via 
excavation) or that an existing vault be used. If the 
injection location is in the vicinity of a reservoir/tank 
and the water level changes are available in real time, 
it may, in some instances, serve as a rough surrogate 
for in-pipe flow measurement. The selected method of 
flow measurement must be field tested. 

Depending upon the size of the reservoir/tank and the 
local demand, the reservoir level changes may not be 
fast or accurate and precise enough to determine the 
flow rate in real time. 

3.1.5.4 Field Measurement of Tracer 
Concentration 

Tracer concentration may be measured in the field 
using either automated monitors that analyze a 
sample at a preset frequency, by collecting “grab” 
samples, or a combination of both. Grab samples can 
be manually analyzed in the field or in the laboratory. 

If grab sampling is used during a tracer study, the 
sampling team will generally traverse a circuit of 
several sampling locations. Using such an approach 
will generally yield a sampling frequency of one 
sample per station every one to three hours for an 
average-sized residential neighborhood (unless 
multiple crews are used). Some of the factors that will 
influence sampling frequency include the speed at 
which the tracer is moving within the distribution 
system, the number of sampling crews participating in 
the study, the number of sampling sites selected, the 
time of the day, and the distance between sampling 
sites. Equipment requirements for grab sampling are 
minimal and may include the following: coolers, ice, 
labeled sample bottles, log books, and temperature 
blanks. If samples are to be analyzed in the field, the 
sampling teams will need the appropriate analytical 
equipment. If samples are to be analyzed in the 
laboratory, the team will need the means to properly 
store and transport samples to a central laboratory. 
The quality assurance project plan (QAPP) may 
require duplicate or split samples for some or all of 
the primary samples. When taking a grab sample, care 
must be taken to flush the tap for a sufficient time to 
ensure that the sample is representative of the 
distribution main rather than the service lines. 
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Reliance solely on grab sampling may be impractical 
if the study area is large, the tracer front is moving 
rapidly, or a high frequency of sampling is desired.  In 
these cases, continuous automated monitoring may be 
the best choice although some grab samples for 
quality assurance and quality control are recom
mended. If calcium chloride or sodium chloride is the 
tracer selected, an online specific-conductivity meter 
equipped with an associated data logger is recom
mended. Automated monitors are available if 
chlorine residual is used as a tracer.  There are also 
automated monitors available if fluoride is used as a 
tracer, but there has been relatively limited use under 
field conditions. Since most automated monitors 
require a continuous side stream (rather than being 
inserted directly into a main), the drainage flow from 
the monitor must be discharged into a sewer, into the 
street and subsequently into a storm drain, or into a 
pervious area. This discharge can be an added 
complication during cold weather when it may freeze. 
Since this discharge stream is generally chlorinated or 
chloraminated, regulations may control discharge into 
natural water courses.  Additionally, this discharge 
flow may have to be accounted for if the data set is 
being used to calibrate a distribution system model, 
and the quantity of discharge through a particular 
meter is significant relative to the demand in the 
vicinity of the meter.  If the total drainage discharge is 
significant for the purposes of modeling, provisions 
for continuously or manually measuring the amount 
of flow being bypassed are needed. 

Potential grab and online sampling sites include: 
dedicated sampling taps, hydrants, pump stations, 
tank inlet-outlet lines, and faucets located inside or 
outside of buildings. Figure 3-2 depicts an automated 
monitoring station used by EPA.  This figure illus
trates the case where the sampling tap is allowed to 

Figure 3-2. Automated Monitoring Station. 

EPA and GCWW have pioneered the use of online 
monitors as a central focus for distribution system 
tracer studies. In a series of field tests, EPA and GCWW 
injected calcium chloride tracer into the water system 
and followed the movement of the tracer using auto
mated conductivity meters strategically placed 
throughout the study area. Three separate studies were 
conducted in a large water system representing a small 
highly urbanized area, a small dead-end suburban area, 
and a large suburban pressure zone. Based on the 
success of these studies, similar tracer studies have 
been conducted utilizing a combination of online 
monitors and grab samples by the CDC using both 
fluoride and sodium chloride as tracers in Hillsborough 
County, Florida (Boccelli et al., 2004) and by the Agency 
for Toxic Substances and Disease Registry (ATSDR) using 
fluoride and calcium chloride at a large military base in 
North Carolina (Maslia et al., 2005; Sautner et al., 2005). 

run continuously throughout the study with the water 
going to a drain. The flow rate to or through the 
sampling tap must be sufficient to minimize the travel 
time from the main to the monitor. 

Online, automated sampling programs should be 
complemented with a grab sampling program to add a 
degree of confidence in measured data and to supple
ment field data at additional locations or at the 
automated monitor stations if they fail to record 
correctly. 

3.1.6 Developing a Detailed Study Design 
A key element in planning and designing a tracer 
study is the preparation of a study design document. 
This document serves as the overall plan for conduct
ing a tracer study and thus, the roadmap for execution 
of the study. Three important study-specific parts of 
the design plan that may be required before the 
execution phase are a QAPP, a Health and Safety 
Project Plan (HSPP), and a contingency plan. The 
contingency plan describes the actions to be taken if 
unexpected events occur; for example, if distribution 
system concentrations of the tracer exceed the MCL 
for chloride or fluoride. The HSPP should at a 
minimum define the job hazards that might be 
encountered and the controls, protective equipment, 
sample handling and work practices, safety review 
procedures, and emergency procedures to be em
ployed during the study. 

The QAPP should clearly define the project objectives, 
organization, experimental approach, sampling 
procedures, analytical methods, protocols, instrument 
calibration requirements, data reporting, data reduction, 
and data verification procedures. 
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3.1.7 Addressing Agency and Public 
Notification 

Appropriate agencies, including fire and police 
departments, should be notified prior to the com
mencement of field activities.  With heightened 
awareness of security, all people participating should 
have a valid identification and contact information. A 
standard statement concerning the study should be 
developed and provided to all team members in case 
they receive inquires at the study site. This same 
statement should be used by utility personnel to 
answer any telephone inquires that might be received. 

A summary information card may be provided to the 
study participants that could be handed out to the 
public during the study (if requested). This minimizes 
the risks of mis-communication. 

If the injection site or installation of meters requires 
excavation, the study team must obtain the necessary 
permits and approvals. This is especially important if 
any of the sites are in a residential neighborhood or 
near a busy street or road. Care should be taken in all 
cases to provide adequate traffic control. Safety is of 
paramount consideration. 

3.2 Executing a Tracer Study 
The team should first become familiar with the 
detailed study design documents discussed in Section 
3.1.6. Based on these documents, there are several 
tasks that need to be completed during the execution 
phase of a tracer study.  These tasks include: 

•	 Procurement, setup, testing, and disinfection of 
study equipment (including pumps, storage 
tanks, chemicals, reagents, tubing, connectors, 
and continuous tracer monitoring stations). 

•	 Installation of field equipment and testing (both 
flow and tracer monitoring equipment to 
confirm study-specific distribution system 
operation and flow stability). 

•	 Tracer dosage and injection duration

calculations.


•	 “Dry runs” and planned tracer injection events. 

•	 Real-time field assessments, sampling, and

analysis.


•	 Equipment demobilization, initiation of data 
collection, reduction, and verification process. 

These specific execution subtasks are further dis
cussed in the following sub-sections. 

A tailgate safety meeting before commencement of any 
field work is the best method to increase awareness. 

3.2.1 Procurement, Setup, Testing and 
Disinfection of Study Equipment 

Field equipment identified under Section 3.1.5 and its 
subsections should be procured on a timeline such 
that the items arrive several weeks before the planned 
study date, especially the monitoring and injection 
equipment that may require assembly.  An early 
arrival will ensure that the equipment can be properly 
configured and tested before field use. 

Unless pre-calibrated flow-paced injection equipment 
is purchased (or if the study does not require injection 
equipment – as in the case of using naturally/ 
normally occurring tracers), the study team should 
obtain an appropriate injection pump setup. Figure 3
3 shows a picture of a tracer injection system used by 
EPA for field tests.  This setup should be calibrated in 
the lab to compute the speed-specific dosage rate 
using the tracer solution. If appropriate, a flow-
calibration tube should also be fabricated to confirm 
the flow in the field. Figure 3-3 also depicts a flow-
tube used by EPA. 

Figure 3-3. Tracer Injection Setup (Storage Tank, 
Calibration Tube and Feed Pump). 

storage tank 

calibration 
tube 

feed pump 
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Concurrently, if applicable, the team should initiate 
the fabrication of the automated tracer monitoring 
stations. These stations are typically equipped with a 
probe for measuring the tracer (or a surrogate param
eter such as conductivity), associated data logger, and 
batteries (for powering the probe and the data logger). 
If accurate measurement of flow through the auto
mated monitoring station is needed, it should be 
augmented with a household-style water meter and 
logger.  The equipment should be housed in a secure 
lock box to protect it during the field study.  Figure 3
2 shows an automated monitoring station used by 
EPA and GCWW to conduct a tracer study.  The entire 
setup should be tested in the lab to ensure proper 
operation and battery capacity to maintain uninter
rupted operation. 

The grab sampling, laboratory equipment, tracer 
storage tanks, transportation equipment, and 
arrangements should be procured and set up. The 
field equipment hookup, including interconnec
tions between the tracer storage tank, injection 
pump, and flow-tube, should be leak tested. The 
equipment used for injection should be properly 
disinfected and tested prior to field deployment to 
ensure that no microbiological contamination 
results from the field tests. 

If ultrasonic flow meters are procured for field 
deployment, the equipment should be set up in a lab 
environment to confirm the individual component 
operation and approximate battery life. The existing 
flow and data acquisition systems to be used in the 
field study should be sampled for data accuracy and 
field communication. 

During the lab testing phase of the field equipment, 
the entire field (and backup) crew should familiarize 
themselves with proper operating procedures for the 
equipment they are designated to operate. 

One procedure for equipment disinfection is to 
prepare approximately 50 gallons of 50 ppm chlorine 
disinfectant solution. This solution is then re
circulated through the injection pump setup for about 
15 minutes. Thereafter, continuously flush the 
injection pump using de-ionized water for about 15 
minutes. Collect a water sample at the end of the 
flush cycle and send it for bacteriological analysis 
(Coliform and E. coli) to insure that the disinfection 
procedure was successful. For the purposes of 
sampling, use sterile sample bottles with a de
chlorinating agent (e.g., sodium thiosulfate). The de
chlorinating agent is added to remove any residual 
chlorine or other halogen that may continue the 
disinfection process in the sample and yield incorrect 
test results. 

3.2.2 Installation of Field Equipment and 
Testing 

Prior to the commencement of field activity, a brief 
“tailgate” health and safety meeting should be 
conducted at the beginning of each day to remind the 
crew of potential job hazards. Mobilization of field 
equipment for excavations (if required – for installing 
main flow meters) should be initiated to allow for the 
flow monitoring devices to be installed prior to the 
scheduled injection event(s). This time lag will vary 
according to the needs of the specific study and could 
range from several days to several weeks. The early 
installation of flow meters will allow the study team 
to capture actual field flow data for performing any 
revisions to tracer dosage computations and prelimi
nary hydraulic modeling analysis. The flow meter 
installation location should meet the manufacturer’s 
recommendations for upstream and downstream 
straight lengths of undisturbed pipe. The excavations 
should be performed in accordance with the HSPP. 
Appropriate drainage for the excavated pits should be 
arranged in case rain is forecast during the study 
period. 

The measured field flow data should be utilized to 
confirm the stability and range of flow at the injection 
location and other major branches of the system where 
flow is monitored. It may be necessary to operate the 
distribution system under specified conditions in 
order to achieve optimum results during the study. 
The operational changes that may be required 
include: scheduled cycling of tank levels, pumps, 
and valves. Time required for the deployment of the 
automated monitoring stations prior to the start of the 
tracer tests is dependent upon several factors, includ
ing the number of monitoring stations, the distances 
between stations, the ease of attaching the stations to 
the sampling hydrants, and the effort required to 
calibrate the monitoring equipment. If feasible and 
consistent with normal operating policies, the system 
should be operated to avoid frequent abrupt changes 
in flow such as would be associated with a pump that 
was cycling on and off very rapidly. 

A day or two prior to the execution of the tracer 
injection event, the study team should fully deploy 
the continuous monitoring stations (if used). These 
stations should be hooked up at the designated 
sampling locations and data logs should be checked 
to ensure data are being collected. Flow through a 
monitoring station should be sufficient to minimize 
the time delay in detecting the injected tracer 
between the main and the sampling location. Experi
ence has shown that 1 to 2 gallons per minute (gpm) is 
usually sufficient. The field crew should also test the 
coverage and reliability of field communication 
devices (such as cellular phones) in the designated 
study area. 
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3.2.3 Tracer Dosage and Injection Duration 
Calculations 

Factors affecting the amount of tracer required for the 
study include the duration of the injection, the flow 
rate in the receiving pipe, and the target concentra
tion in the distributed water.  This target concentra
tion should be consistent with drinking water 
standards. For example, if fluoride is being injected 
(into a system that does not fluoridate) with a second
ary MCL of 2 mg/L, a reasonable target concentration 
level is 80% of the MCL, i.e., 1.6 mg/L. The injection 
rate should be set to meet that goal. 

Using the principle of material balance, the resulting 
tracer concentration in a receiving pipe downstream 
of the point of injection can be calculated as follows: 

QD = QU + QT ( Equation 3-1) 

(CB • QU ) + (CT •QT ) (Equation 3-2)
CD =

QD 

Where 

Q
D
 = flow downstream of injection point, L3/T 

Q
U
 = flow upstream of injection point, L3/T 

Q
T
 = flow of tracer solution, L3/T 

C  = concentration of tracer material downstream
D

of injection point, M/L3 

C
B
 = background concentration of tracer material in 
distributed water, M/L3 

C
T
 = tracer concentration, M/L3 

Equation 3-1 represents continuity and Equation 3-2 
represents conservation of mass. As written, these 
equations are independent of units for mass (M), 
length (L), and time (T) as long as consistent units are 
used for computations. However, when tracer 
concentrations, injection rates, and injection 
duration are used to calculate the required volume of 
tracer material purchased, units for flow, concentra
tion, and time must be commensurate or appropriate 
conversion factors must be employed. 

For some tracers, the allowable concentration in the 
distributed water may be controlled by one of the 
dissolved ions that are part of the tracer.  For example, 
if calcium chloride is the selected tracer, the concen
tration of the chloride ion in the distributed water 
controls the amount of tracer that may be injected. 

Injection duration depends upon the size and com
plexity of the distribution system, and the modeling 
objectives of the study.  A typical duration can range 
from one hour in a small or branched system, to eight 
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hours or more in a larger, looped system.  Some 
studies have reported success with a series of pulses. 
However, if the duration of the injection is too short 
or the series of pulses too close together in time, it is 
difficult to separate the tracer fronts as they traverse 
different paths at different velocities through the 
looped systems. The presence of tanks can also 
impact the needed tracer duration since active filling 
and drawing can dampen the resulting tracer concen
tration as it moves through the system. 

The injection equipment should be located close to 
the main in order to minimize the tracer travel time to 
the main. Alternatively, the travel time should be 
compensated for during the appropriate phases of the 
study evaluation. 

3.2.4 Dry Runs and Planned Tracer Injection 
Event(s) 

Before the planned full-scale tracer injection event is 
actually carried out, the project team should consider 
conducting a smaller duration dry run injection to 
confirm the system operation and expected levels of 
tracer concentration. If continuous monitors are to be 
used in the study, then during the dry run some or all 
of the monitors should be installed and tested. The 
timing and duration of the dry run should be such that 
the injected pulse should be short and clear the 
system well before the actual event is initiated. 

The dry run serves as a final systems check and 
provides the study team an opportunity to make any 
necessary last minute changes prior to the actual 
study.  Thereafter, the actual full-scale injection event 
should be conducted as planned. 

3.2.5 Real Time Field Assessments, Sampling, 
and Analysis 

While the injection event is ongoing, the study team 
should carefully monitor the tracer concentration at 
the immediate downstream location of the injection to 
ensure that there are no significant deviations in the 
expected versus observed concentrations in the field. 
Field crews should communicate directly with the 
system operations. It is critical that the field person
nel are aware of any changes in system operations that 
may affect the study.  Unanticipated changes in water 
demand may cause the tracer concentration to exceed 
target concentration levels. In such an event, the field 
crew should be trained to take measures to minimize 
any adverse effects. The preventive measures may 
include lowering (or stopping) the injection rate, or 
achieving appropriate dilution by means of rerouting 
water through the distribution system (as appropriate). 
Furthermore, any such tracer concentration 
exceedances should be confirmed by performing field 
grab sample analysis to make sure that the exceedance 
is real and not an instrument anomaly. Until the 
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results are confirmed, it is best to err on the safe side 
and take preventive measures to maintain water quality. 

Periodically, the field crew should take grab samples 
and inspect the continuous monitoring stations to 
ensure that the equipment is operating properly.  The 
grab samples should be appropriately handled and 
analyzed in the field or transported to the laboratory 
for further analysis. The sampling and monitoring 
effort should continue well past the conclusion of the 
injection event until the tracer is expected (and 
observed) to have moved out of the system. This may 
take a period of 24 to 48 hours or more after comple
tion of the injection event. 

During the course of the sampling event, it is very 
useful to examine and assess the field data on a near 
real-time basis. Questions that should be asked 
include “Are the results reasonable?” “Is the tracer 
moving through the system at a speed consistent with 
predictions?” Based on this assessment, modifica
tions may be made in terms of injection rate, grab 
sampling frequency, or study duration. 

3.2.6 Equipment De-Mobilization, Initiation of 
Data Collection, Reduction, and 
Verification Process 

After the scheduled injection event(s) are completed, 
the field crew should download the data (including 
flow and tracer concentrations) from the various 
monitoring devices. The data should be spot checked 
against field grab sampling data to ensure that there 
are no time anomalies or gaps in the data log and the 
readings match relatively well. 

After the field sampling events are completed, the 
crew should de-mobilize the equipment, remove the 
automated monitoring stations, refill any excavations, 
and restore the system operations to their normal 
conditions. 

Downloaded data from the field should be processed 
according to the QAPP and used for further modeling 
and analysis. The use of field data in calibration and 
validation of hydraulic and water quality models is 
discussed further in Chapter 4. 

3.3 Tracer Study Costs 
In general, the cost of conducting a tracer study is 
proportional to the study area size, number of 
monitoring sites, study duration, sophistication and 
amount of equipment, and complexity of post-study 
analysis. If a study incorporates an injected tracer and 
the use of continuous monitors, it can be much more 
expensive initially than a study using a natural tracer 
and grab samples. However, the injection equipment 
and continuous monitoring equipment can be reused 
at various locations. These are the cost tradeoffs 

between purchase of automated monitoring equip
ment and labor associated with grab sampling. In 
some cases, a larger dataset derived from an auto
mated monitor is necessary for a detailed analysis. 
Cost data presented in this section are intended to 
provide the basis for this type of analysis. For the 
purposes of this chapter, the overall costs have been 
broken down into two distinct categories: equipment 
and labor.  Material costs are only a fraction of the 
total, and therefore, have been combined and in
cluded with equipment costs for simplicity. 

Table 3-2 lists typical equipment and material costs 
for those items that may be used in tracer studies. The 
unit costs can be easily scaled to the needs of a 
specific study.  Chemical tracer costs, including 
analytical costs, were provided earlier in Table 3-1. 

Costs may vary widely among studies. For example, 
if it is necessary to purchase or rent a storage tank or a 

Table 3-2.  Equipment Costs 

Equipment & Material Unit Cost ($) 

Injection pump $1,000 - $5,000 

Flow meter (ultrasonic meter for 
main pipes) 

$7,000 - $9,000 

Excavation, rigging and backfill 
(equipment rental per site) 

$1,500 

Lab chemicals, batteries and 
plumbing supplies (lump sum*) 

$1,000 - $5,000 

Automated monitoring box (self 
constructed) 

< $200 

Online conductivity ISE, meter 
and logger 

$800 - $1,500 

Automated monitoring station 
water flow meter 

$600 - $800 

Online fluoride meter $5,000 - $10,000 

Safety equipment (e.g., vests, 
first aid kits, rain gear, and 
flashlights) 

$500 - $1,000 

Communication equipment (e.g., 
radios and GPS) 

$500 - $1,000 

Hydrant equipment (e.g., 
wrenches, caps, and hoses) 

$1,000 - $2,000 

Transportation (e.g., rental 
vehicles) 

$500 - $2,000 

Tracer storage tanks (depending 
upon volume and material) 

$500 - $1,000 
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truck, costs will be higher if these types of items are 
not readily available. If the study team elects to 
analyze samples in-house rather than using an outside 
laboratory, the team should balance the cost of labor, 
and the cost of additional reagents and chemicals 
against the cost of performing the analyses at an 
outside commercial laboratory.  Labor costs may be 
even more variable than equipment and material costs 
and are a function of the size and complexity of the 
study.  In order to provide an easy basis for compari
son, the labor costs are presented in labor hours (Table 
3-3) and include a combination of engineers and 
technicians. Labor hours have been estimated for low, 
medium, and high-end studies. These estimates are 
obtained from actual field studies, as described below. 
This approach should allow utilities to make site-
specific cost estimates. 

Table 3-3.  Representative Labor Hours 
for a Range of Studies 

Activity Low-End Medium High-End 

Planning 27 274 480 

Setup - 150 520 

Field study 51 604 370 

Laboratory 
analysis 

8 160 120 

Post-study 
assessment 

24 212 740 

Total 110 1,400 2,230 

A typical example of a low-end tracer study is 
provided by the Sweetwater Authority distribution 
system in Southern California (see second sidebar in 
Section 3.1.4.5, page 3-6). The Sweetwater system 
covers a service area of 28 square miles. The utility 
was able to take advantage of a naturally occurring 
tracer and used grab samples taken at 28 existing 
dedicated sampling sites over a period of 5 days. A 
study performed in the 21-square-mile Cheshire 
service area of the South Central Connecticut 
Regional Water Authority in 1989 (see second sidebar 
in Section 3.1.4.1 on page 3-4) provides an example 
of a medium-level tracer study.  In this case, the 
normal fluoride feed was shut off for a period of 7 
days (and then turned back on) and grab samples were 
taken at intervals of a few hours at 23 sites over a 
period of 14 days. An example of a high-end study is 
provided by a two-phased field investigation con
ducted in two suburban areas of GCWW. The first area 
is a small (<1 square mile) dead-end system, and the 
second area, a 12-square-mile pressure zone. A 
calcium chloride tracer was injected and monitored 
using a combination of automated conductivity 
meters and grab samples. In the smaller area, 20 

meters were used and monitoring was conducted over 
a 24-hour period. In the second area, 33 meters were 
used and two separate tracer injections were con
ducted over a period of 5 days. Including both 
studies, a total of 725 grab samples were taken and 
analyzed for conductivity, chloride, and calcium. 
Flow was monitored at four locations using ultrasonic 
flow meters. 

Table 3-3 presents estimated labor hours for these 
types of studies. They are divided into the planning 
phase (as described in Section 3.1); setup, field work, 
and laboratory analysis that together make up the 
execution phase (see Section 3.2); and the post-study 
modeling, assessment, and report phase. As illus
trated in this table, there is a significant variation in 
the labor hours required to conduct a tracer study.  For 
example, the low-end labor costs resulted due to the 
following study characteristics: naturally occurring 
tracer was used, no new equipment was purchased, 
existing routine monitoring sites were used, and only 
a limited post-study assessment was made. The 
medium-sized study included the following character
istics: a chemical that was routinely added (fluoride) 
to the water distribution system was used as the tracer 
(by shutting it off), the study required a much longer 
period to complete, and since it was the first major 
tracer study in the distribution system, it required 
significant planning. The high-end study included 
the following characteristics: it was the first major 
tracer study employing wide-scale use of continuous 
monitors; a non-naturally occurring, non-routinely 
added chemical was injected as a tracer; and signifi
cant time was required for acquiring and installing the 
equipment. For purposes of this study, a very detailed 
post-study data assessment involving processing of 
tracer study data, pipe network model calibration and 
report preparation required significant labor expendi
tures. Examples of model calibration efforts associ
ated with tracer studies are presented in Chapter 4. 

3.4 Summary, Conclusions and 
Recommendations 

Tracers and tracing techniques have been used for 
many years in a number of engineering applications 
to estimate stream velocity and retention time in 
water and water supply unit processes.  More recently, 
tracers have been used for calibrating drinking water 
distribution system hydraulic and water quality 
models. For the purposes of this document, it is 
assumed that tracer studies are used to calibrate and 
validate network models. The calibrated and vali
dated network models are then used to estimate other 
parameters such as water age and travel times. 
However, the data from a tracer study can be directly 
used to estimate some specific parameters such as 
water age (DiGiano et al., 2005). A comprehensive 
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summary of potential uses and regulatory applications 
for tracer studies is provided in the first subsection of 
this chapter.  Drinking water tracers might include 
chemicals that are injected into a water distribution 
pipe, the temporary shutoff of a chemical additive 
currently being added to treated water (such as 
fluoride), or significant changes in concentration of 
disinfectants, DBPs, or natural compounds. The tracer 
methodology selected would significantly impact the 
overall costs of the study.  Probably, the most expen
sive option would be to inject a chemical tracer, 
monitor it using leased or purchased online instru
mentation, and conduct the study using contractor 
staff. The least expensive approach would be to take 
advantage of a natural tracer, monitor the progress of 
the tracer by grab sampling, and conduct the study 
using primarily in-house staff. Once a tracer “injec
tion” methodology has been selected, careful plan
ning and execution will ensure the success of the study. 

When planning a tracer study, if the specific steps 
outlined in this chapter are followed, they should 
greatly increase the potential for a successful study. 
These steps include: establishing clear study objec
tives, forming a study team, defining the study area 
characteristics, carefully selecting an appropriate 
tracer, selecting the proper field equipment, develop
ing key planning documents, and ensuring that the 
public and affected agencies are notified. Applica
tion of a distribution and water quality model during 
the planning stage is highly recommended to simulate 
the approximate behavior that will be expected 
during the actual tracer event. 

During the execution phase of the study, the follow
ing issues should be addressed: procurement of 
equipment and materials; setup, testing and disinfec
tion of the procured equipment; availability of 
analytical instrumentation and laboratory facilities; 
and, finally, the installation, testing, and operation of 
field equipment. During the execution phase, it is 
important to review and understand how tracer 
dosages and injection duration are to be implemented. 
Dry runs are highly recommended as a means of 
debugging the procedures prior to a full study. 

Distribution system tracer studies have been conducted 
for over 15 years, but recent technology developments 
have improved the efficiency of these studies and 
provide promise for greatly expanded applications in 
the future. Specific components that will fuel this 
expanded use include the following: continuous 
monitors that can be easily adapted for use in distribu
tion systems are being developed and tested, in part in 
response to water security concerns; automated meter 
reading (AMR) equipment is being installed by many 
utilities and could provide more detailed temporal and 
spatial consumption data for hydraulic models; 
advanced analysis software is evolving that will 
facilitate the use of large amounts of continuous data in 
calibrating distribution system models; and with 
increased availability of these technologies, costs are 
expected to decrease so that larger utilities can afford to 
purchase and routinely use the equipment, and consult
ing engineers can affordably offer these services to 
smaller utilities. 

During the field study, it is important that the study 
team be able to assess the progress of the tracer, in real 
time, as it propagates through the system. Concise 
and consistent communications between tracer study 
team members, test coordinator, and water utility staff, 
is critical al all times during the test. 

In the future, it is highly likely that advances cur
rently on the horizon will result in significant 
increased use of both online tracer (or water quality) 
monitors and flow monitoring instrumentation. As 
the on-line technology becomes more widely used in 
drinking water, the use of network water quality 
models will also be more widely accepted. Online 
monitoring in conjunction with water quality 
modeling will provide an in-depth understanding of 
the manner in which water quality changes can be 
monitored in a drinking water distribution system. 
Also, given the current climate of concern over 
distribution water quality from both a regulatory and 
security viewpoint, it is reasonable to assume that 
there will be increased interest in applying this type of 
technology in the water industry. 
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Chapter 4 
Calibration of Distribution System Models 
Water distribution system models can be used in a 
wide variety of applications to support design, 
planning, and analysis tasks. Since these tasks may 
result in engineering decisions involving significant 
investments, it is important that the model used be an 
acceptable representation of the “real world” and that 
the modeler have confidence in the model predic
tions. In order to determine whether a model repre
sents the real world, it is customary to measure 
various system values (e.g., pressure, flow, storage 
tank water levels, and chlorine residuals) during field 
studies and then compare the field results to model 
predictions. If the model adequately predicts the field 
measurements under a range of conditions for an 
extended period of time, the model is considered to be 
calibrated. If there are significant discrepancies 
between the measured and modeled data, further 
calibration is needed. There are no general standards 
for defining what is adequate or what is a significant 
discrepancy.  However, it is recognized that the level 
of calibration required will depend on the use of the 
model. A greater degree of calibration is required for 
models that are used for detailed analysis, such as 
design and water quality predictions, than for models 
used for more general planning purposes (e.g., master 
planning). 

All models are approximations of the actual systems 
that are being represented. In a network model, both 
the mathematical equations used in the model and the 
specific model parameters are only numerical approxi
mations. For example, the Hazen-Williams equation 
used to describe friction headloss is an empirical 
relationship that was derived based on laboratory 
experiments (Williams and Hazen, 1920).  Further
more, the roughness parameter (C-factor) used in the 
Hazen-Williams equation that modelers assign to each 
pipe is not known with total certainty because it is 
not feasible to examine and test every pipe in the 
system. The goal in calibration is to reduce uncer
tainty in model parameters to a level such that the 
accuracy of the model is commensurate with the type 
of decisions that will be made based on model 
predictions. 

The types of model calibration associated with water 
distribution system analysis can be categorized in 
several ways. The nomenclature depends upon the 
adjusted parameters and the technique employed. In 
general, calibration can be categorized (or referenced) 
as follows: 

• Hydraulic and water quality model calibration. 

The concept of calibration can be compared to fine 
tuning an old fashioned television (TV) set. One knob 
on the TV is used for tuning the channel while other 
knobs are adjusted to improve color, sharpness, contrast, 
and hue. However, in calibrating a network model, there 
are far more knobs to adjust as illustrated in Figure 4-1. 

Adjustment knobs 

Field data 

Initial model results 

Model results after calibration 

Figure 4-1. Conceptual Representation of Calibration. 

Some of the knobs may be used to adjust roughness 
coefficients for pipes, other knobs to adjust demands 
assigned to nodes, while still other knobs may control 
valve positions, pump curves, or other parameters that 
are not known with complete certainty.  Calibrating a 
model is an arduous task because there are many knobs 
that can be adjusted. Finding the combination of 
parameters that results in the best agreement between 
measured and modeled results is difficult. This process 
is complicated by the fact that there may not be a single 
best set of parameters. Extending the TV analogy, the 
knobs may be adjusted in order to get the best reception 
for one channel. However, when the channel is changed, 
the knobs may need to be adjusted to improve the 
reception for the new channel.  Similarly, with a network 
model, a set of parameters may give the best match for 
one set of data while other parameters may give better 
results for another set of data. Therefore, it is recom
mended that a modeler first calibrate the model using 
one or more sets of field data and then validate it with 
an independent set of field data. 
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•	 Static (steady state) or dynamic (extended

period simulation) calibration.


•	 Manual or automated calibration. 

Hydraulic calibration refers to the process of adjust
ing the parameters that control the hydraulic behavior 
of the model. Similarly, water quality calibration 
relates to the process of adjusting parameters used in 
the water quality portion of the model. Static or 
steady-state calibration relates to calibration of a 
model that does not vary over time, or using data that 
is collected representing a snapshot in time. Dynamic 
or EPS calibration uses time-varying data in the 
calibration process. Manual calibration relies upon 
the user to investigate the effects of a range of 
possible parameter values. Automated calibration 
employs optimization techniques to find the set of 
parameters that results in the “best” match between 
measured and modeled results. 

It should be noted that the specific application 
method and availability of some of these techniques 
will vary depending upon the software used for 
modeling and the available network model informa
tion. Therefore, only the general techniques em
ployed in each of these types of calibration are 
discussed in the following sections. Then, some 
example case studies are presented to illustrate their 
use. The final section in this chapter discusses future 
trends in calibration and the possibility of general 
calibration standards. 

4.1 Hydraulic and Water Quality 
Model Calibration 

Hydraulic calibration is essential for any model 
simulation to be meaningful. Furthermore, the 
distribution system water quality models work in 
concert with the hydraulic model and utilize the flow 
and velocity information calculated by the hydraulic 
model. Thus, if the hydraulic model is not properly 
calibrated and results in inaccurate flow and velocity 
estimates, the water quality model will not perform 
correctly.  In fact, water quality modeling is very 
sensitive to the underlying hydraulic model. Fre
quently, a hydraulic model that has been calibrated 
sufficiently for applications such as master planning 
may require additional calibration before it is 
appropriate for use in water quality modeling. The 
following subsections describe the parameters and 
techniques employed for hydraulic and water quality 
model calibration. 

4.1.1 Hydraulic Model Calibration 
Hydraulic behavior refers to flow conditions in pipes, 
valves and pumps, and pressure/head levels at 
junctions and tanks. Parameters that are typically set 
and adjusted include pipe roughness factors, minor 

losses, demands at nodes, the position of isolation 
valves (closed or open), control valve settings, pump 
curves, and demand patterns. When intially establish
ing and adjusting these parameters, care should be 
taken to keep the values for the parameters within 
reasonable bounds. For example, if local experience 
shows that the roughness factor for a 20-year old 
ductile iron pipe typically falls within a range from 
100 to 130, a value that is not within or close to that 
range should not be used just to improve the agree
ment between the measured and modeled data. Use of 
unreasonable values may lead to a better match for 
one set of data, but will typically not provide a robust 
set of parameters that would apply in other situations. 

Proper calibration requires that adjustments be made 
to the correct parameters. A common mistake occurs 
when adjustments are incorrectly made in one set of 
parameters in order to match the field results while the 
parameters that are actually incorrect are left un
touched. This process is referred to as “compensating 
errors” and should obviously be avoided. Field 
verification of suspect parameters (e.g., open or closed 
valves) can reduce confusion created by compensat
ing errors. 

An example of compensating errors is an adjustment in 
roughness factors in order to compensate for a closed 
isolation valve in the system that is represented as open, 
or partially open, in the model. In this case, unreason
ably low values for the Hazen-Williams roughness 
coefficients are typically introduced in order to force a 
large headloss in the pipes that are actually closed. 
Though this may result in approximating the pressure 
measurements made in the field, it will introduce other 
errors in flow and velocity calculations. Compensating 
errors may also result from incorrectly adjusting 
demands or other parameters. 

4.1.2 Water Quality Model Calibration 
Subsequent to the proper calibration of a hydraulic 
model, additional calibration of parameters in a water 
quality model may be required. The following 
parameters are used by water quality models that may 
require some degree of calibration: 

•	 Initial Conditions: Defines the water quality

parameter (concentration) at all locations in the

distribution system at the start of the

simulation.


•	 Reaction Coefficients: Describes how water 
quality may vary over time due to chemical, 
biological or physical reactions occurring in the 
distribution system. 

•	 Source Quality: Defines the water quality

characteristics of the water source over the time

period being simulated.
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Table 4-1. Calibration/Input Requirements for Water Quality Models The details of calibration depend upon 
the type and application of the water 
quality model. Calibration require
ments for each type of modeling are 
described below and summarized in 
Table 4-1. 

•	 Water age: No explicit water 
quality calibration can be 
performed because there are no 
reaction coefficients. Estimates 
of initial water age in tanks and 
reservoirs are desirable in order 
to shorten the length of the 
simulation. Source water age is usually set to 
zero for all sources. Water age can be especially 
sensitive to inflow-outflow rates for tanks, 
mixing characteristics of tanks, and travel times 
in dead-end pipes. 

When modeling a tank, an important parameter is the 
initial age of the water in the tank at the start of the 
simulation. This value cannot be measured in the field 
but can be estimated by dividing the tank volume by 
the volume of water that is exchanged each day. 
Frequently, modelers will just assume that the initial 
age is zero and run the model for a long period until it 
has reached a dynamic equilibrium. This occurs when 
the initial water in the tank has been flushed out 
entirely through the fill and draw process. The follow
ing figure (Figure 4-2) shows the effects of the initial 
water age on the modeled results.  As illustrated, a 
good initial estimate for water age (120 hours in this 
case) results in a much shorter time period until the 
dynamic equilibrium is reached. In fact, in this case 
when the initial age was input as zero hours, the model 
did not even come close to reaching dynamic equilib
rium during the simulation period and would have 
required a much longer run duration to reach the same 
point. 
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Figure 4-2. Effects of the Initial Water Age on the 
Modeled Results. 

Model Application Initial 
Conditions 

Reaction 
Coefficients 

Source 
Quality 

Water age YES NO Usually NO 

Source tracing YES NO Usually NO 

Conservative constituent YES NO YES 

Reactive constituent YES YES YES 

•	 Source tracing: No explicit water quality 
calibration can be performed because there are 
no reaction coefficients. Estimates of initial 
conditions in tanks for percentage of water 
coming from a source are desirable in order to 
shorten the length of the simulation. Values for 
sources are usually set to zero for all sources 
except for the specific source being traced. 

•	 Conservative constituents: No explicit water 
quality calibration can be performed because 
there are no reaction coefficients. Estimates of 
initial conditions in tanks for concentrations of 
the conservative constituents can usually be 
determined from field data and are desirable in 
order to shorten the length of the simulation. 
Values for sources are set to the typical 
concentrations found in the source. 

•	 Reactive constituents: For reactive constituents, 
both the form of the reaction equation and the 
reaction coefficients must be provided. When 
modeling chlorine or chloramine decay, the 
most common formulation is a first order decay 
equation including both bulk and wall decay 
coefficients.  Values for these coefficients 
typically require laboratory and field analysis 
and calibration in order to match model results 
to the concentrations measured in the field. 
Correspondingly, THMs, a group of DBPs 
formed when water is chlorinated or 
chloraminated, generally increase in 
concentration with time (Vasconcelos et al., 
1996). This process is frequently represented as 
a first order growth function that asymptotically 
approaches a limiting value representative of 
maximum concentration reached when all of the 
NOM has reacted or all of the chlorine has been 
consumed. Both the limiting value and the rate 
of growth must be determined in this case. 

Water quality modeling is very sensitive to the 
hydraulic representation of the system.  To reiterate, 
hydraulic calibration that may be sufficient for some 
hydraulic simulation may require additional calibra
tion when used as a basis for water quality modeling. 
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4.2 Static Calibration and

Dynamic Calibration


Just as water distribution system models can be run 
in a steady-state or an extended period mode, 
calibration can be performed in either a static mode 
using a steady-state model or in a dynamic mode 
using an extended period model. A common 
approach is to perform a static calibration first 
followed by EPS, to enhance the static calibration 
through a dynamic calibration. The options and 
procedures for these two types of calibration are 
described below. 

4.2.1 Steady-State Calibration Methods 
The two most common approaches used in calibrat
ing a steady-state hydraulic model are C-factor tests 
and fire-flow tests. For water quality models of 
chlorine/chloramines, a test procedure for estimating 
bulk and wall demand may be employed. In all of 
these cases, field data is collected under controlled 
conditions and then applied to determine the model 
parameters that result in the best fit of the model to 
the field data. 

4.2.1.1 C-Factor Tests 
C-factor tests (sometimes called head loss tests) are 
performed to estimate the appropriate C-factors to be 
used in a hydraulic model. The C-factor represents 
the roughness of the pipe in the widely used Hazen-
Williams friction equation. Typically, such tests are 
performed on a set of pipes that are representative of 
the range of pipe materials, pipe age, and pipe 
diameters found in the water system that is being 
studied. The results of the tests are then used to assign 
C-factors for other pipes of similar characteristics. 

In a field test, a homogeneous section of pipe between 
400 and 1,200 feet long is initially isolated. Subse
quently, flow, pipe length, and head loss are measured 
in the field.  Typically, nominal pipe diameters are 

The underlying concept for a C-factor test is that all 
factors in the Hazen-Williams friction equation can be 
measured in the field and the equation can then be 
solved for the unknown C-factor.  It can also be used 
to account for minor losses that occur through distri
bution system components (e.g., valves, fittings). The 
following equation is the Hazen-Williams equation 
(Equation 2-3) arranged to solve for roughness. 

C = 8.71 V D-0.63 (H/L)-0.54 (Equation 4-1) 

where 
C = roughness factor 
V = velocity in feet per second 
D = pipe diameter in inches 
H = head loss in feet 
L = pipe length in feet 

Flowed 
Fire Hydrant #1 

Length 

X 

Hydrant Fire Hydrant #2 

Flow 

Pitot Gage 

Closed Valve 

Figure 4-3. Schematic of Standard Two-Gage C-
Factor Test Setup. 

Differential 
pressure gage Flowed Pitot Gage 

Fire Hydrant #1 

Length 

X 

Hydrant Fire Hydrant #2 

Flow 

Closed Valve 

Small diameter hose 

Figure 4-4. Schematic of Parallel Hose C-
Factor Test Setup. 

taken from system maps and these values are used 
along with flow rate to calculate velocity.  There are 
two alternative methods for determining head loss in 
the pipe section: a two-gage method (Figure 4-3) and 
a parallel hose method (Figure 4-4). With the two-
gage method, pressure is read at hydrants located at 
the upstream and downstream end of the section and 
used along with elevation difference between the ends 
to calculate head loss. With the parallel hose method, 
a small-diameter hose is used to connect the two 
hydrants to a differential pressure gage to directly 
measure the difference in pressure. The two end 
hydrants should be spaced far enough apart and there 
should be sufficient flow so that there is a pressure 
drop of at least 15 pounds per square inch (psi) for a 
two-gage test or a 3-psi pressure drop for a parallel 
hose test (McEnroe et al., 1989). In both cases, a 
hydrant downstream of the test section is opened to 
induce flow and a sufficient pressure drop. Multiple 
downstream hydrants may also be employed to induce 
a greater flow and larger pressure drop. Typically, a 
pitot gage (as shown in Figures 4-3 and 4-4) is 
attached to the flowing hydrants to measure the flow 
rate. It is important to ensure that all flow between 
hydrants is accounted for (i.e., any connections that 
may bleed water into or out of the test section). The 
two-gage method is the more commonly used 
approach. The parallel hose method requires more 

4-4 



 

 

A Reference Guide for Utilities 

specialized equipment, but is inherently more 
accurate and may be used when a large pressure drop 
cannot be achieved. Note that the valve is closed 
downstream of the flowing hydrant. 

As noted above, an assumption is made that the pipe 
diameter has not diminished from its original nominal 
diameter due to tuberculation on the pipe walls. If 
that assumption is not valid, the calculated C-factors 
will be lower than expected. If very low C-factors are 
calculated based on a field C-factor test, it is recom
mended that further actions be taken in order to 
determine the effective diameter of representative 
pipes. These actions could include direct inspection 
of sample pipes or use of calipers inserted into the 
pipe to measure the effective pipe diameter. 

4.2.1.2 Fire-Flow Tests 
Fire-flow tests are routinely performed by water 
utilities to determine the ability of the system to 
deliver large flows needed to fight fires. In such a 
test, fire hydrants are opened, the flow through the 
hydrants measured and pressures measured at adjacent 
hydrants (see Figure 4-5). The high demands caused 
by the open hydrants lead to high flows and increased 
head loss in pipes in the area around the hydrants. 
Under these conditions, the system is stressed and the 
capacity of the system to deliver these flows is very 
sensitive to the roughness of the pipes. 

These fire-flow tests can also be very effective as a 
calibration methodology.  In this case, in addition to 
the standard information routinely collected as part of 
a fire-flow test (flows and pressures), information is 
collected on the general state of the system such as 
pump and valve operation, tank water levels, and 
general system demand. The distribution system 
model is then run under the system conditions 
observed during the test and adjustments made in 
roughness factors (or other parameters) so that the model 
adequately represents the data measured in the field. 

P=42 psi 

P=55 psi 

Q=400 gpm 

P=36 psi P=52 psi 

Figure 4-5. Fire-Flow Test Setup. 

Figure 4-6. A Hydrant Being Flowed with a Diffuser 
as Part of a Fire-Flow Test. 

Figure 4-6 illustrates an example setup for a fire-flow 
test. The diffuser attached to the hydrant in the figure 
includes a pitot gage used to measure the flow.  The 
cage diffuses the flow and prevents any objects in the 
stream from being projected out at high speed. 
In the case shown in Figure 4-5, only a single hydrant 
is opened, with the flow measured at that hydrant and 
pressure measurements made at four hydrants. 
Additional hydrants may be flowed and monitored as 
part of a fire-flow test for calibration (see Case Study 
in Section 7.7). 

4.2.1.3 Chlorine Decay Tests 
Chlorine bulk reaction and wall reaction (or demand) 
testing procedures can be used to determine the 
reaction parameters used in water quality models. 
Bottle tests measure the rate of chlorine reaction that 
occurs in the bulk flow independent of wall effects. 
This procedure is performed by first measuring the 
chlorine at a representative location such as in the 
effluent from a water treatment plant. Then several 
bottles are filled with the same water and kept at a 
constant temperature. Separate bottles are subse
quently opened at intervals of several hours (or days) 
and the chlorine content is measured. The resulting 
record of chlorine at different times is used to estimate 
the bulk reaction rate.  See AWWA (2004) for a more 
complete protocol for this test. 

The purpose of the chlorine decay field testing 
procedure is to estimate the chlorine wall demand 
coefficient for representative pipes in the distribution 
system. The method described here involves the 
measurement of chlorine concentrations in a pipe 
segment under controlled flow conditions and use of 
the resulting chlorine measurements to determine the 
wall reaction rate for that pipe segment. The method 
is designed to be complementary with C-factor testing 
so that it can be conducted in conjunction with a C-
factor test. The method is considered to be experimental 
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and feasible only for pipes that are expected to have 
relatively high wall reaction values, such as smaller 
diameter unlined cast iron pipes. For the smaller 
diameter unlined cast iron pipes, pipe sections with a 
length in the range of 1,500 to 2,000 feet will be 
required to estimate wall demand. For other types of 
pipes that typically have low wall decay factors (e.g., 
plastic and new pipes), the required length of the pipe 
may be so long as to make this test impractical. Other 
factors that should be considered in selecting sites 
include the following: 

•	 Ability to measure flow in the pipe. 

•	 Ability to valve off the pipe segments. 

•	 Presence of a reasonable chlorine residual 
(preferably > 0.4 mg/L) at the upstream end of 
the pipe segment. 

•	 Ability to vary flow in the pipe over a 
reasonable flow range (e.g., for a 6” pipe, a 
range of flows of 100 to 500 gpm would be 
desirable). 

•	 Ability to estimate the actual pipe diameter for 
the pipe segment. 

For the selected pipe segment, major lateral(s) and 
downstream segments should be valved off to control 
flow in the pipe.  Two or three sampling points should 
be established along the segment of interest (up
stream, downstream, and an optional midpoint). 
Typically, these would be taps on fire hydrants.  Prior 
to the testing, the taps should be run for several 
minutes to clean out the line. The approximate travel 
time through the pipe should be calculated and 
chlorine measurements taken from upstream to 
downstream so that approximately the same parcel of 
water is sampled at each station. Flow measurements 
can be made at any location within the segment. 

The test should be repeated for three flow values: a 
low flow rate, a medium flow rate, and a high flow 
rate. During each flow test, chlorine residual should 
be measured at each of the two or three sampling 
points. Since relatively small variations in chlorine 
concentration are expected, a good quality field 
chlorine meter should be employed and three repli
cates should be taken at each sampling point for each 
flow test. Following the field analysis, a spreadsheet 
can be used to back calculate the resulting wall 
reaction coefficients, or a water distribution model 
can be used to determine the wall reaction coefficient 
through trial and error. 

4.2.2 Dynamic Calibration Methods 
Dynamic calibration methods are associated with the 
use of an EPS model. The dynamic calibration 
methods include: (1) comparison of modeled results 

If measured and modeled records of tank water levels 
do not agree well, the relationship between the two 
traces can provide clues as to the potential problems. 
In the example depicted below, the timing of the fill 
and draw cycles in the measured and modeled results 
are quite close but the modeled and measured depth of 
the fill cycles vary significantly.  This suggests that the 
system demands may be in error, resulting in an 
incorrect amount of flow entering the tank. 
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In the second example illustrated below, the magnitude 
of the change in water level is quite close in the 
modeled and measured results, but the timing of the fill 
and draw cycles differ.  This is typically caused by 
errors in the pumping controls in the model, resulting 
in pumps being turned on and off at the wrong time. 
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to measurements made in the field over time, and (2) 
tracer studies. In both cases, model parameters are 
adjusted so that the model adequately reproduces the 
observed behavior in the field. Tracer studies are 
discussed in detail in Chapter 3. 

Comparison of modeled and measured data can be 
used for calibration of both hydraulic and water 
quality models. The most commonly measured 
hydraulic data are tank water levels, flows, and 
pressures. Frequently, this information is routinely 
reported through SCADA systems to a database and 
can be extracted. In other cases, continuous flow 
meters or pressure gages must be installed to collect 
data during a test period. Generally, tank water level 
data and flow measurements are the most useful form 
of data for calibrating an extended period model. 
Under average water use conditions, temporal 
variations in pressure measurements typically vary 
over a relatively small range and then only in 
response to variations in tank water levels. As a result, 
they are less useful in calibrating model parameters. 
If pressure measurements are going to be used for 
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dynamic calibration, the system must be stressed by 
conducting fire-flow tests during the testing period. 
The primary model parameters that are adjusted 
during dynamic calibration are: demand patterns, 
pump schedules and pump curves, control valve 
settings, and the position (open or closed) of isolation 
valves. 

Dynamic calibration procedures using tracer study 
data is discussed via a case study in Section 4.4 of 
this chapter.  Dynamic calibration can also be used for 
calibrating water quality parameters, such as the wall 
demand coefficient for computing chlorine residuals. 
Generally, water quality field studies are performed in 
conjunction with field hydraulic studies or with a 
tracer study.  For chlorine models, measurements of 
chlorine are taken at frequent intervals in the field at 
representative sites. These may include dedicated 
sampling taps, hydrants, tank inlet/outlets, or other 
accessible sites. Continuous chlorine meters may also 
be used. During the model calibration process, the 
model is first calibrated for hydraulic parameters, and 
water quality coefficients are subsequently adjusted 
so that the model results match the field data. 

4.3 Manual Calibration and 
Automated Calibration 

The aforementioned process of adjusting model 
parameters so that the model reproduces the hydraulic 
and/or water quality results measured in the field can 
involve a significant amount of effort in large or 
complex systems.  As discussed earlier in this chapter, 
there are many parameters that can be adjusted in the 
model and the combinations of possible parameter 
values can sometimes appear to be quite overwhelm
ing. Typically, a manual trial and error approach is 
used. The most influential parameters can be identi
fied based on sensitivity analysis and then adjusted to 
see if they improve the results. This process is 
continued until an acceptable level of calibration is 
achieved or until budgetary constraints dictate 
closure. It is not unusual for many (dozens or even 
hundreds) separate model runs to be made in this 
process. 

An extension to the manual calibration process is an 
automated approach that allows the computer to 
search through different combinations of model 
parameters (with a realm of realistic values) and to 
select the set of parameters that results in the best 
match between measured and modeled results. The 
development of this type of program has been the 
topic of many studies over the past 25 years (Walski 
et al., 2003). 

Automated methods require a formal definition of an 
objective function for measuring how good a particu
lar solution is. Generally, the value of a solution is 

measured by a statistic that reflects the deviation 
between measured and modeled results in flow and 
pressure. A commonly used objective function is 
minimization of the square root of the weighted 
summation of the squares of the differences between 
observed and predicted values. The weighting is used 
to establish a relationship between the errors associ
ated with flow and pressure. For example, the user 
may choose a 1-psi error in pressure prediction to be 
equivalent in value to a 10-gpm error in flow. 

In most automated methods, the user also groups 
pipes by common characteristics, such as age, 
material, and nodes, into common demand character
istics such as residential or commercial. The user then 
specifies a range of allowable values for pipe rough
ness factors or a range of multipliers applied to the 
existing roughness factors.  Similarly, a range of 
allowable demand multipliers is also specified, as are 
potential pipes where an existing isolation valve may 
be closed. The optimization routine is then applied 
and the roughness, demands, and isolation valve 
positions are selected that result in the minimum error. 

Though manual calibration still remains the predomi
nant methodology, automated calibration methods are 
becoming more available in commercial modeling 
packages. It is likely that as the automated calibra
tion methods are refined, the technology will expand 
for routine use with EPS hydraulic and water quality 
models. 

4.4 Case Studies 
In order to illustrate some of the calibration methods 
described earlier in this chapter, two case studies are 
presented in this subsection. The two case studies are 
similar in general methodology but differ in the 
overall scale and specifics of the study area. In both 
cases, the distribution system model that was used as 
a starting point for the calibration exercise was part of 
a skeletonized model extracted from unspecified 
portions of the GCWW distribution system. 

Most larger urban water systems generally have at 
least a skeletonized model of their distribution 
system. It should be noted that (as discussed in 
Chapters 2 and 3 of this report) a skeletonized model 
denotes a model that includes only a major subset of 
actual pipes rather than all pipes in the distribution 
system. The extracted system model was modified 
and converted to EPANET format for use in this 
project. The modifications included: addition of key 
pipes, updates to consumer demand data, and an 
interconnection between the case study area and the 
full system by a fixed grade node (reservoir). These 
portions of the base model had been previously 
calibrated using various dynamic calibration methods 
and were used for routine water utility work. For the 
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purposes of calibration, separate field studies were 
conducted in each study area. 

In both field studies, a food-grade conservative tracer 
(calcium chloride) was introduced into the system and 
its movement through the system was monitored by 
both grab sampling and continuous monitoring (CM) 
stations installed at key locations in the distribution 
systems. The CM stations were installed at hydrants 
which were left partly open for the duration of the 
study to minimize travel time between the main and 
sampling location. Each open hydrant was added as a 
new demand node in the EPANET network model. 
Additionally, several ultrasonic flow meters were 
installed to provide continuous flow measurements at 
key locations. The general procedures, methodology, 
and instrumentation used in these field studies are 
consistent with those presented in Chapter 3. 

4.4.1 Case 1 - Small-Suburban, Dead-End 
System 

This system is part of a larger pressure zone. It was 
selected because of the relatively compact size and 
simple structure, fed by a single supply pipe with no 
additional storage. As a result, the movement of the 
tracer was relatively rapid through the system and it 
could be monitored with continuous meters placed at 
several locations. The general layout of this sub
system, the location of the injection site, and the mon
itoring locations for this study are shown in Figure 4-7. 

The calcium chloride tracer was injected as two 
pulses, a two-hour pulse followed by a 2.5-hour 
period of no injection and then followed by a higher 
concentration pulse of two hours duration. The 
injection rate and the resulting concentration of the 
tracer in the distribution system just downstream of 

Compliance with state and federal regulations during a 
tracer study is obviously quite important. In order to 
ensure that the tracer will not exceed allowable levels, 
it is necessary to monitor information such as the rate 
of injection of the tracer, the flow in the receiving pipe, 
and the resulting concentration in the receiving pipe. 
Frequently, a safety factor for the injection rate is 
included to account for uncertainty. In this field study, 
the tracer injection rate was very low and the flow 
meter on the injection pump provided approximate 
values. Chloride concentrations were monitored at a 
suitable location approximately 100 feet downstream 
of the injection point with a travel time of approxi
mately 10 minutes. Due to unexpected variations in 
flow through the pipe, delay in measurements, and 
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Figure 4-7. Schematic Representation of 
Small-Suburban Dead-End System. 

the injection point were carefully monitored to ensure 
that the resulting chloride concentration did not 
exceed the secondary maximum contaminant level 
(MCL) of 250 mg/L for chloride. 

The movements of the tracer pulses were monitored 
by using both manual sampling and continuous 
conductivity meters located throughout the distribu
tion system. Additionally, four ultrasonic flow meters 
were installed in the study area to provide continuous 
flow measurements at key locations within the 
distribution system. 

In preparation for the calibration process, the conduc
tivity readings were converted to chloride concentra
tions using a relationship developed in the laboratory. 
Figure 4-8 shows the relationship between conductiv
ity and chloride and the best-fit linear and polyno
mial relationships between them. This conversion was 
necessary because conductivity is not a truly linear 
parameter and, as a result, cannot be simulated 
exactly in a water distribution system model. The 
converted continuous concentration readings were 
then compared to the manually collected data for 
quality control purposes. Figure 4-9 shows the 
resulting chloride data set that was used at one 
location as a basis for evaluating model predictions as 
part of the calibration process. 

The preliminary results indicated some discrepancy 
between the EPANET-model predicted values and the 

���������� 

���������� � ��������� 

����������� 

�������������� 

� ��������� ����������� � ��������� 

����������� 

��
��
���
��
��

��
��

 

related computations (associated with tracer travel �
� ��� ��� ��� ��� ���� 

time), chloride values exceeding the target level were �������������������� 

experienced for a brief period before the injection rate Figure 4-8. Empirical Relationship Between
was adjusted. Chloride and Conductivity. 
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Figure 4-10. Comparison of Model Versus Field Results 
for Continuous Monitor Location CM-18 at Various 
Calibration Stages. 
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of the junction (where the model predictions are 
compared with the field values), both concentration 
and predicted time of tracer arrival might not be in 
perfect agreement due to local variation in demands,
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local flow velocities, and dilution impacts. The sharp 
tracer fronts observed in this field study made it 
difficult to employ quantitative statistical measures 
(e.g., mean error, standard deviation, root mean square 
error). Therefore, a graphical (visual) approach was 
considered to be more suitable for model calibration 
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Figure 4-9. Sample Chloride Data Used at One 
Station for Calibration. 
actual field-measured values, indicating the need for 
model refinement and re-calibration to improve the 
prediction capability of the EPANET model.  There
fore, EPANET modeling was performed to evaluate 
the following four levels of model refinements: 

•	 Level 1 (prior to calibration): A skeletonized 
EPANET model was used with the original

hourly demand pattern provided by GCWW and 
a time-step injection pattern of 60 minutes.


• Level 2: The same as Level 1, but a refined 10
minute time-step pattern for injection was used 
along with the conversion of the original hourly 
demand patterns to 10-minute patterns. 

•	 Level 3: The same as Level 2 with a refined 
demand pattern for each node using the field-
measured flow data, addition of demand nodes 
representing water demand of the partially open 
hydrants, adjustment for a large industrial user 
of water in the study area (based on data 
obtained during the study), and the residential 
water billing information provided by GCWW. 

• Level 4: The same as Level 3 with a detailed 
all-pipe (non-skeletonized) EPANET model. 

The results of the four-stage model refinement and 
calibration process are shown in Figure 4-10 for a 
continuous monitoring location (CM-18) located on 
the main feeder pipe. As illustrated, the improve
ments in the demand estimates and inclusion of the 
system details in the all-pipe model resulted in a vast 

During the calibration and refinement process, various 
model inputs such as flow, demand, and pipe 
characteristics were adjusted to improve the model 
prediction. The EPANET model was considered to be 
calibrated for the area when the field data matched the 
model-predicted output to an acceptable degree based 
on visual observation. Depending upon the location 

improvement in the model’s prediction ability for that 
monitoring location. Similar results were found for 
most monitoring locations on the main pipe. 
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in this application. For example, if the prediction of 
the arrival time for the tracer differs by even a few 
minutes from the observed arrival time, use of these 
standard measures of error could result in a high 
number, even though the prediction could be viewed 
graphically as very good. 

The calibration of the “looped” portion (referring to 
the portion of the network on the bottom right hand 
side of Figure 4-7) of this network proved to be more 
difficult and the results for some monitoring locations 
on the looped piping were less satisfactory.  The most 
problematic were continuous monitoring locations 
CM-02 and CM-04. Monitoring station CM-02 was 
located near the confluence of two separate loops, 
with the actual monitored connection being slightly 
offset from the junction node. Examination of the 
model results showed that flow reached that junction 
from both directions and small variations in the 
amount of flow in each of the loops resulted in very 
different travel times.  As illustrated in Figure 4-11, 
this complex travel pattern along with the offset 
location of the monitoring station resulted in poor 

prediction of travel time to that station. Also, 
monitoring station CM-04 is located at the end of a 
dead-end pipe section and travel to this node is 
strongly influenced by demands at the very far end of 
the dead-end section. As illustrated in Figure 4-11, 
this resulted in a poor match of the peak concentra
tion during the second pulse. It is also postulated that 
dispersion, which is not represented in EPANET, may 
have had an influence on the peak concentration due 
to the very low velocities in the dead end pipe. In 
some cases, this could also be caused by inaccurate C-
factors as applied to the distribution system. However 
(as illustrated in Figure 4-11), for monitoring location 
CM-03 located in the main part of the looping system, 
the model and field agreement was quite good. 

Case 1 data illustrates that, depending upon the level 
of refinement and calibration, there is a significant 
variation in the capability of a model to accurately 
represent the system. In general, the parts of the 
network that are configured as trees (main stem with 
branches) are more easily calibrated by making 
adjustments in demands. For looping parts of the 
system and at dead-ends, results are very sensitive to 
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Figure 4-11. Calibration of “Looped Portion.” 

small variations in demands and system configura
tion, leading to the possibility of significant predic
tion errors at some locations. Uncertainty in demand 
estimates can be a major source of error in the model 
estimates. 

4.4.2 Case 2 - Large-Suburban Pressure Zone 
Similar to Case 1, a field study and calibration 
exercise was carried out in a large-suburban, pressure 
zone. This area was selected in order to demonstrate 
the application of tracer studies and calibration 
techniques in a more complex area. The selected area 
contained multiple pumps and tanks. The selected 
distribution system area is representative of relatively 
complex, well-gridded systems found in many larger 
water systems. The layout of the system, the location 
of the injection site, and the monitoring locations are 
shown in Figure 4-12. 

Two separate tracer studies were performed in this 
zone. The first study was used to further calibrate the 
skeletonized model received from the water utility. 
The second study served as a validation event to test 
the veracity of the calibrated model. In the calibration 
event, the tracer was introduced directly into the main 
feed line servicing the entire area (characterized by 
higher flow/higher pressure).  In the validation study, 
the tracer was pulsed. A total of 34 continuous 
conductivity meters were installed in the system. 
Four flow meters were temporarily installed to provide 
flow measurements at key locations. 

During the calibration study, the calcium chloride 
tracer was injected into the main feed line serving the 
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Figure 4-13a.  Modeled Flows Compared to Measured 
Flows Before Calibration. 
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Figure 4-13b.  Modeled Flows Compared to Measured 
Flows After Calibration. 
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EPANET model to accommodate for this develop
ment.  Another possibility for the discrepancy was 
that the demand in this region was significantly 
higher than the average residential demand modeled 
in the area.  To simulate this possibility, a sensitivity 
analysis was performed in which the modeled demand 
in this region was doubled.  The model-predicted 
results improved significantly for this region based on 
these three adjustments. 

In Region 2 (CM52, CM53, CM55 and CM56), an 
opposite phenomenon to that in Region 1 was 
observed.  The field data indicated that the tracer 
arrived several hours after the model’s prediction. 
One possible explanation was that this region had 
lower demand than the average residential demand 
modeled in this area.  The flow meter data upstream of 
this location supported this theory as the EPANET 
predicted flow in this pipe was much higher than the 
field observed flow (see Figure 4-13a).  To simulate 
this possibility, the local demand in this region was 
reduced by 30 percent in the model.  The resultant 
flow matched the flow meter data (see Figure 4-13b). 
Also, similar to Region 1, it was found that a potential 
flow path had again been left out due to 
skeletonization of the model, which affected CM52. 
This pipe link was added to the model using the 
appropriate pipe parameters. Distribution mains 
between CM55 and CM53 were also found to have 
been upgraded since the EPANET network model was 

Injection Point 
Flow Monitoring Location 
Continuous Monitoring Sample Location 

CM-54 
CM-53CM-53CM-53 Region 2 

CM-52CM-52CM-52

CM-51 CM-41 
CM-42 Region 1 

CM-56CM-56CM-56
CM-45 

CM-55 CM-50 CM-43CM-44CM-44CM-44

Q21Q21Q21 CM-49 CM-46 

CM-47 

CM-57 CM-48 
CM-37CM-37CM-37

CM-61

CM-59 CM-40


CM-58 
CM-64CM-64CM-64 CM-32 Q23Q23Q23 CM-36Q22Q22Q22

CM-60 CM-31CM-31CM-31 CM-33CM-33CM-33
CM-62 Q20Q20Q20 CM-39 

CM-63CM-63CM-63 Region 3 

CM-35 
CM-34 

CM-38 

Figure 4-12.  Schematic Representation of Case 2 
Study Location. 

area for a period of 6 hours.  In the validation study, 
the tracer was pulsed by fill and draw cycles in a 
storage tank at the same location.  In both cases, a 
target chloride concentration of 190 mg/L or lower 
was set in order to safely not exceed the 250 mg/L 
secondary MCL for chloride. 

During the calibration process, initial EPANET 
model simulations were reviewed in detail to 
determine the flow patterns around various moni
toring locations and to attempt to identify causes 
for discrepancies in the observed and predicted 
values.  A careful examination of the areas of 
significant discrepancies indicated that these were 
primarily limited to three geographic sub-regions 
within the skeletonized network.  In addition to 
these three sub-regions, there were a few isolated 
locations where the predicted tracer pattern did not 
match the observed tracer pattern from the field 
study.  The modeling team carefully examined each 
of these regions and addressed the zonal issues 
accordingly.  The three sub-regions are shown in 
Figure 4-12. 

In Region 1 (CM42, CM43, and CM44), the field data 
indicated that the tracer arrived at these continuous 
monitoring locations several hours before the model’s 
prediction.  On closer inspection, it was found that a 
potential flow path existed which was not included in 
the skeletonized model.  While the pipe diameter was 
small, it significantly altered the hydraulic water flow 
path to that region.  This missing pipe-link was added 
to the model, using the appropriate pipe parameters. 
Furthermore, the modeling team investigated the GIS 
database to see if there were any substantial changes 
in these areas since the time when the original water 
demand patterns were developed five years ago.  The 
updated GIS information indicated a presence of 
recent housing development in that region.  There
fore, additional demand nodes were entered into the 
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Figure 4-14a. Chloride Concentration for Calibration 
Event at Continuous Monitor Location CM-59. 
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Figure 4-14b. Chloride Concentration for Validation 
Event at Continuous Monitor Location CM-59. 
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developed for this area.  The EPANET model pipes for 
this location were updated using the newer informa-
tion. The model-predicted results improved signifi
cantly for this region based on these three adjustments. 

In Region 3 (CM34 and CM35), the field data 
indicated that the tracer arrived at locations CM34 
and CM35 several hours after the model’s predicted 
arrival time.  However, the field-verified tracer arrival 
time matched the predicted tracer arrival time at 
location CM33 which is slightly upstream of these 
locations. Also, a review of the water flow pattern in 
this region indicated that the water traveled from 
CM33 towards CM34 and CM35 (at all times). Based 
on the demands in the EPANET model, the pipe 
lengths, and the regional water flow information, the 
delay in tracer arrival at CM34 and CM35 could not 
be explained. A closer inspection of the region 
revealed a complex grid of interconnected pipes in 
this region, which were skeletonized as two parallel 
pipes. This skeletonization eliminated a number of 
different possible hydraulic flow paths between CM 
33 and CM34/CM35. Also, in the EPANET model 
inputs, it appeared that the demand close to CM34 
and CM35 was set artificially higher (to account for 
the overall demand in the skeletonization process). 
This model setup resulted in the predicted faster tracer 
arrival times at CM34/CM35 than those observed in 
the field.  To account for this anomaly, a few pipe 
segments from the master plan were added to the 
skeletonized model of this region to better simulate 
the actual grid demands near CM34 and CM35. This 
model adjustment resulted in better prediction of the 
tracer arrival times. 

During the calibration process, as demands were 
adjusted, a mass balance was performed for each hour 
to ensure that the net water demand in the study area 
remained the same, i.e., the increase in the demand at 
certain nodes was balanced by the reduced demand at 
other nodes to eliminate any net impact on water 
demand. In the final refinements, a multiplier of 2.0 
was used for the base demand in Region 1, and a 
multiplier of 0.7 for the base demand in Region 2. 
These refinements showed some improvement in the 
model’s ability to correctly predict the tracer arrival 
time and concentration. These calibration efforts 
resulted in a relatively well-calibrated network model. 
However, some local problems remained, especially in 
looped areas and areas that were branched off from the 
main lines. 

The substantial changes made to the EPANET 
skeletonized model representing the large area 
necessitated a validation process. Therefore, the 
calibrated EPANET model input file from the first 
event was used to validate the model’s capability to 
predict the results during the subsequent tracer 
addition. For the purposes of this validation, the data 

from the second set of pulsed injections was modeled 
using the calibrated EPANET network model for the 
study area to see how the predicted results compared 
with the continuous monitoring data collected during 
this event. The modeled and measured concentrations 
are compared in Figure 4-14a for the EPANET 
calibration. A similar comparison is shown in Figure 
4-14b for the validation study. 

Additionally for the purposes of this analysis, the 
EPANET predictions from the validation event were 
compared with the field results for each monitoring 
site and each site was given a grade as follows: 

•	 Very good match (within ±20 percent of the 
actual concentration and within ±1 hour of the 
actual tracer arrival time) 

•	 Moderate match (within ±30 percent of the 
actual concentration and within ±5 hours of the 
actual tracer arrival time) 

•	 Poor match (greater than ±30 percent of the 
actual concentration or greater than ±5 hours of 
the actual tracer arrival time). 

Of the 34 monitoring sites in this study area for the 
validation event, 15 received a grade of very good 
match, 14 were in the moderate match category, and 5 
received the lowest grade of poor match. In general, it 
was found that better matches occurred on larger pipes 
serving large populations, while the poorest matches 
occurred in more localized loops serving fewer 
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customers. These results are, in general, quite similar 
to the results obtained for the calibration event, and 
most problems repeatedly occurred at the same 
locations for both events. The validation event 
results confirm the fact that the calibrated EPANET 
network model can now be used to predict the 
outcome of a separate event to the same degree of 
accuracy. 

4.5 Future of Model Calibration 
Calibration continues to be a major focus of most 
modeling efforts. It can provide a model that may be 
used with greater confidence and produce results that 
are commensurate with the important decisions that 
are made based on the application of the model. 
However, there is significant room for improvements 
in calibration methodologies and in developing a 
standardized set of calibration protocols. This has led 
to an active research program in this area that is 
expected to continue into the future. 

4.5.1 Calibration Standards 
The following issues are raised frequently in the field 
of distribution system modeling: 

•	 extent of calibration needed for various

applications, and


•	 standards for calibration. 

Though these are very reasonable questions, straight 
forward answers are usually not readily available. 

There is general agreement in the modeling profession 
that the amount and degree of calibration required for 
a model should depend upon the intended use of the 
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model (Engineering Computer Applications Commit
tee [ECAC], 1999).  Some applications such as design 
and water quality analysis typically require a high 
degree of calibration, while other uses, such as master 
planning, can be performed with a model that has not 
been calibrated to such a high standard. However, 
there are no universally accepted standards. 

In the United Kingdom, there are performance criteria 
for modeling distribution systems (Water Authorities 
Association and WRc, 1989). These are expressed in 
terms of the ability to reproduce field-measured flows 
and pressures within the model, as shown below. 

Flow 

1. ±5 percent of measured flow when flows are 
more than ±10 percent of total demand 
(transmission lines). 

2. ±10 percent of measured flow when flows are 
less than ±10 percent of total demand 
(distribution lines). 

Pressure 

1. 0.5 m (1.6 ft) or 5 percent of head loss for 85 
percent of test measurements. 

2. 0.75 m (2.31 ft) or 7.5 percent of head loss for 
95 percent of test measurements. 

3. 2 m (6.2 ft) or 15 percent of head loss for 100 
percent of test measurements. 

In 1999, the AWWA Engineering Computer Applica
tions Committee developed and published a set of 
draft criteria for modeling. These were not intended 
as true calibration standards, but rather as a starting 
point for discussion on modeling needs. These criteria 
are summarized in the following table (Table 4-2). 

Table 4-2. Draft Calibration Criteria for Modeling (based on ECAC, 1999) 

Intended 
Use 

Level of 
Detail 

Type of 
Simulation 

Number of 
Pressure 

Readings1 

Accuracy of 
Pressure 
Readings 

Number of 
Flow 

Readings 

Accuracy of 
Flow 

Readings 

Long-Range 
Planning 

Low Steady-State 
or EPS 

10% of Nodes ±5 psi for 
100% Readings 

1% of Pipes ± 10% 

Design Moderate to Steady-State 5% - 2% of ±2 psi for 90% 3% of Pipes ± 5% 
High or EPS Nodes Readings 

Operations Low to High Steady-State 
or EPS 

10% - 2% of 
Nodes 

±2 psi for 90% 
Readings 

2% of Pipes ± 5% 

Water 
Quality 

High EPS 2% of Nodes ±3 psi for 70% 
Readings 

5% of Pipes ± 2% 

1 The number of pressure readings is related to the level of detail as illustrated in the table below. 

Level of Detail Number of Pressure Readings 

Low 10% of Nodes 

Moderate 5% of Nodes 

High 2% of Nodes 

4-13 



A Reference Guide for Utilities 

At this point, there is no clear movement toward 
establishing calibration standards. However, it is 
likely that the need for further guidance in this area 
will increase as the extent and sophistication of 
modeling continues to expand. 

4.5.2 Technological Advances 
Research is continuing in two areas that strongly 
influence the likelihood of improved calibration of 
water distribution systems models: monitoring 
technology and optimization techniques. The 
available optimization techniques (and those under 
development) have been briefly discussed in this 
chapter and in Chapter 2. Active research and 
development areas include optimization techniques 
for water quality calibration, EPS models, and use of 
tracer data. Areas of research, development, and 
experimental applications in monitoring technology 
include less expensive meters that can be inserted 
into pipes in the distribution system and automated 
monitoring for use in conjunction with tracer studies 
(as discussed in Chapter 3). 

4.6 Summary and Conclusions 
Water distribution system models can be used for a 
number of purposes. Many of these uses result in 
engineering decisions that involve significant 
investments.  It is therefore important that the model 
represent the “real world.”  Calibration techniques can 
be used to ensure that the mathematical representation 
of the system, or model, adequately simulates the 
system. 

Calibrating a model is a difficult task because there 
are many parameters that can be adjusted and finding 
the combination of parameters that result in the best 
agreement between measured and modeled results is 
often challenging. It is recommended that the model 
be calibrated using one set or more of field data and 
subsequently validated with an independent set of 
field data. 

Calibration of water distribution system models can 
be viewed in many dimensions. Hydraulic calibration 
is used to adjust the parameters associated with 
hydraulic simulations, while water quality calibration 
is applied to reaction rates and other parameters that 
control the water quality simulation. Static or steady-
state calibration methods are used with steady-state 
models and data collected at instantaneous snapshots 
in time, while dynamic calibration is conducted with 
extended-period simulation models and time-series 
data. Manual calibration techniques involve manual 
application of models in a trial-and-error mode, while 
automated calibration uses the power of the computer 
to search a wide range of solutions and to select the 
set of parameters that best achieve a stated objective. 
Automated methods can reduce much of the tedium 

During the calibration process, it is important to 
eliminate various sources of errors in modeling. As a 
first pass, a modeler should check for typographical 
errors, accuracy of affected piping layout and material, 
general system flow, velocity values, and distribution 
system demands. Thereafter, one should look into other 
sources of errors such as skeletonization, valve posi
tion, geometric node placement anomalies, SCADA 
data errors, and pump performance. 

associated with calibration but require the modeler to 
formally define a quantitative objective function for 
measuring how well the model matches the field data. 
Such automated methods are becoming more avail
able in commercial modeling packages. 

Two case studies are presented in this chapter.  The 
case studies differ in terms of the overall scale of the 
study area. In both cases, the distribution system 
model that was used as a starting point for the 
calibration exercise was part of a skeletonized model. 
The results demonstrate the need for adequate model 
calibration. 

The extent of calibration and calibration techniques 
are a major issue in most modeling efforts. There is 
significant potential for improvements in calibration 
methodologies and in standardization of calibration. 
This has led to an active and continuing research 
program in this important area. 
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Chapter 5 
Monitoring Distribution System Water Quality 
Monitoring a water supply system and its various 
components facilitates the gathering of data about the 
state of the system (physical, operational and water 
quality). If the state of the system has minimal 
changes in time or space, a simple monitoring system 
may be sufficient to define and manage the system 
characteristics. However, if there is potential for 
significant variation in the state of the system, the 
monitoring system must be adequately designed to 
capture that variability.  Thereafter, depending upon 
the type and magnitude of variability, an appropriate 
response can be provided to restore the “normal” 
system state. This chapter will focus on monitoring 
water quality-related parameters in a distribution 
system. 

In a distribution system, water quality may vary due 
to factors such as normal patterns in water consump
tion, seasonal variations, source water quality, 
components of the distribution system, operation of 
the system, retention time in storage, travel time in 
the piping system, or the condition of the system 
itself. Variability may also result from unusual 
occurrences, such as intentional/accidental intrusions 
of contaminants, or chemical processes such as 
nitrification. Design of a water quality monitoring 
program must take into account both the nature of the 
variability and the manner in which monitoring data 
will be used. In other words, the objective of the 
monitoring program must be defined along with 
appropriate output or reporting requirements. 

In general, monitoring systems can be defined based 
on the uses or needs of the monitoring program, the 
general type of monitoring to be performed (manual 
grab sampling and/or continuous automated online 
monitoring), or the specific monitoring equipment 
characteristics. It is important to first establish a clear 
objective(s) for monitoring.  Thereafter, depending 
upon the availability of funding, need, and expertise, 
one should select the appropriate sampling 
technique(s) and monitoring equipment. Once an 
appropriate monitoring system has been selected and 
implemented, it is important to operate and maintain 
the program to achieve optimal results and benefits. 
However, the system should be flexible enough so 
that it can be modified in case it does not meet the 
original objective(s). 

This chapter discusses the various drivers or objec
tives for monitoring followed by a summary of 
available monitoring techniques.  An overview of 
monitoring equipment is presented followed by 
guidelines for establishing monitoring requirements 

(e.g., selection of parameters, number and locations of 
monitors, and monitor characteristics). Some guid
ance for engineering and evaluating remote monitor
ing systems is also presented, along with some EPA-
sponsored monitoring case studies. The chapter 
concludes with a summary and a listing of references. 

The recent studies involving the use of online continu
ous monitoring systems have resulted in large streams 
of data that document the minute-by-minute changes 
in water quality that exist at various points in the 
water networks. The application of this technology 
has the potential for providing new insights as to how 
water distribution systems may be operated and 
designed to improve water quality.  However, these 
systems will require a relatively high level of sophisti
cation in terms of data management, including the 
capability to generate real-time reports, graphical and 
visual representation of information, and compliance 
reports for meeting drinking water standards. Some of 
these data streams may well reveal excursions in water 
quality that constitute violations of current or future 
drinking water standards, or a security-related inci
dent. This type of information may put pressure on 
drinking water utilities and regulatory agencies to take 
remedial action, possibly on an emergency basis, even 
when such actions may not be fully justified (or 
warranted).  However, careful planning and negotia
tions with appropriate regulatory authorities to define 
these potential “excursions” and the proper corrective 
action to be taken would prevent any misunderstand
ings and minimize or eliminate the potential for 
unjustified enforcement or response actions. 

5.1 Establishing Monitoring 
Objective(s) 

In order to define and implement an effective monitor
ing plan, clear objectives must be established. 
Collecting data just for the sake of accumulating 
information is not cost effective. In drinking water 
systems, there are several specific reasons to collect 
data and, typically, the monitoring system is tailored 
to meet one or more of these needs. The objectives of 
monitoring distribution systems can be broadly 
classified into the following five uses: 

• regulatory driven monitoring, 

• security related monitoring, 

• process control related monitoring, 
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Table 5-1. Federal Distribution System Water Quality Monitoring Requirements 

Regulation Monitoring Requirement(s) 

TCR Samples must be collected at sites that are representative of the water quality 
throughout the distribution system based on a site plan that is subject to review by 
the primacy regulatory agency. 

The minimum number of samples that must be collected per month depends on the 
population served by the system. 

For each positive total coliform sample, there are repeat sampling requirements, 
additional analyses, and an increased number of routine samples. 

SWTR and IESWTR Disinfectant residuals must be measured at TCR monitoring sites. 

LCR All systems serving a population > 50,000 people must do water quality parameter 
(WQP) monitoring. 

The number of sample sites for Pb/Cu and WQP monitoring is based on system size. 

DBPR2 The IDSE requirement of DBPR2 in turn requires the establishment of a Standard 
The SMP will require one year of data on THMs andMonitoring Program (SMP). 

Haloacetic Acids (HAAs). The number of sampling locations is based on utility size 
and source characteristics. Modeling can reduce sampling requirements. 

•	 water quality characterization (e.g., general, 
baseline, or other research-related monitoring), 
and 

•	 multi-purpose (a combination of above) use of 
monitoring data. 

The following subsections present the overall scope 
of each of these five objectives. 

5.1.1 Regulatory Driven Monitoring 
Various federal, state, or other governmental agencies 
have regulations that specify distribution system 
monitoring requirements. An overall review of federal 
regulations impacting distribution systems was 
presented in Chapter 1. The specific federal distribu
tion system monitoring requirements (existing and 
proposed) are summarized in Table 5-1.  In some 
cases, states have imposed more stringent criteria and 
monitoring requirements. 

5.1.2 Security Related Monitoring 
Assessments performed by utilities and various 
research studies have identified that water distribu
tion systems are vulnerable to intentional (or acciden
tal) contamination. In addition to “hardening” 
systems in order to deter intentional contamination, 
monitoring as part of an early warning system (EWS) 
has emerged as a logical approach to cope with 
potential contamination events. There are no existing 
or proposed standards for such monitoring. However, 
it is well recognized that monitors will need to be 
sufficiently sensitive to a broad range of potential 
contaminants and appropriately located to detect a 
contamination event within a reasonable time. 
Additionally, as detailed in EPA’s Response Protocol 

Toolbox (EPA, 2003-2004), monitors must be an 
integral part of an emergency response management 
plan in order to be effective. Extensive research and 
development is underway on monitor development, 
calibration, and placement in response to the per
ceived security monitoring needs. 

Currently, EPA has an ongoing test program to evalu
ate the potential of sensors monitoring routine online 
water quality parameters, such as pH, oxidation 
reduction potential (ORP), free chlorine, total organic 
carbon (TOC), conductivity, and turbidity, to serve as 
rapid detection devices for detecting contamination 
events in distribution systems. Online monitors were 
selected because response time is critical for achieving 
the objective of providing early warning. Both bench-
and pilot-scale studies are being conducted at the 
Water Awareness Technology Evaluation Research and 
Security (WATERS) Center within the EPA’s Test and 
Evaluation (T&E) Facility in Cincinnati, Ohio. The 
bench-scale runs are designed to identify the detection 
threshold of each sensor for specific contaminants. 
The pilot-scale runs are designed to evaluate overall 
response of the selected sensors by injecting known 
quantities of potential contaminants into the distribu
tion system simulator (DSS). For this purpose, several 
pilot-scale DSSs have been fabricated and used for 
these test runs. The sensor data are collected continu
ously and archived electronically to establish stable 
baseline conditions and to also record sensor responses 
to injected contaminants. Grab samples are collected 
periodically before and after injection of contaminants 
to confirm the sensor results. 
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5.1.3 Process Control-Related Monitoring 
Monitors can also be used in a distribution system to 
provide real-time or near real-time information on 
water quality that can then be used to control treat
ment processes at a treatment plant or in the distribu
tion system. The use of continuous chlorine monitors 
in the distribution system to control disinfectant feed 
rates at the plant or at in-distribution system booster 
chlorination stations are examples of this type of 
monitoring (Uber et al., 2003). 

5.1.4 Water Quality Characterization 
Information from long-term monitoring of distribution 
systems can be used to develop baseline trends in 
water quality for that system. Such information is 
useful in evaluating a water supply system and for 
planning upgrades or modifications to system design 
or operation. 

Additionally, if this information is appropriately 
distributed, it builds consumer confidence and helps 
to keep customers up to date about the water quality 
so that they can use this information to make deci
sions about protecting their health. Currently, there 
are no standards or guidelines for this type of monitor
ing. However, for this information to be useful and 
cost-effective, a regular program for examining and 
analyzing the collected information is essential. 

5.1.5 Multi-Purpose Use of Monitoring Data 
Monitoring can be an expensive undertaking in terms 
of capital costs, as well as operation and maintenance 
(O&M) costs, including labor.  Costs include the 
purchase and upkeep of equipment, laboratory 
analysis, labor, and consumable supplies.  The 
investment in monitoring and automated monitoring 
systems is justifiable if the resulting data are used for 
more than one objective. For example, if data 
collected for security purposes can also be used for 
process control, it should be easy to justify poten
tially large investments in automated monitoring 
equipment. Monitoring systems should be properly 
designed in order to meet multi-purpose requirements. 

5.2 Monitoring Techniques 
The two major factors in designing and implementing 
an effective monitoring program are sampling 
techniques and equipment selection. This section 
focuses on available monitoring techniques. Samples 
can be collected and analyzed in two ways: grab 
samples and/or by automated online monitoring. 
Automated monitors (continuous or discrete) are 
sometimes supplemented with automated samplers 
that can collect both discrete and composite water 
samples for further analysis at a later date/time. Grab 
samples are collected manually and analyzed in the 
field or in the laboratory.  Grab samples are labor-
intensive in comparison to automated sampling and 

provide snapshot information about the system at the 
time of sample collection. Automated monitoring 
uses online instrumentation, and data is collected by 
means of sensors and automated data loggers. They 
can also be tied to a SCADA System.  High-end 
monitors require a higher capital expense for the 
purchase and maintenance of sensors, data acquisi
tion, data communication, data storage, and data-
processing hardware and software.  However, this type 
of monitoring provides a continuous time-series 
profile of changes in water quality.  Both automated 
and grab sampling can be incorporated into a compre
hensive monitoring plan. These techniques are 
further discussed in the following subsections. 

5.2.1 Manual Grab Sampling 
Historically, routine water quality monitoring in 
distribution systems has been carried out through 
manual grab samples followed by analysis in the field 
or in the laboratory.  Essentially, all regulatory 
monitoring is still carried out by this method. For 
example, samples required for large community water 
supply systems under the SWTR are manually 

The equipment routinely required in a manual grab 
sampling program includes field sampling equipment 
(e.g., chlorine meter), safety equipment (vests, rain gear, 
and flashlights), and laboratory equipment. Consum
able supplies include sampling containers, reagents, 
and marking pens. One should identify the needs and 
availability of equipment and supplies and investigate 
various sources for equipment. Because equipment 
malfunction or loss is possible, some redundancy in 
equipment is appropriate. Some important functions to 
consider when establishing a field sampling program 
include the following: 

•	 Establish a systematic and organized method for 
all sampling and data recording. Take notes to 
document all aspects of the process. 

•	 Provide training to sampling crews and specify 
these training requirements in the sampling 
program plan. 

•	 Contingency planning is important; therefore, 
consider the potential for equipment 
malfunction, illness of crew members, 
communication problems, severe weather, 
malfunction, and customer complaints. 

•	 Establish a communications protocol to 
coordinate actions. A means of communication 
is needed to respond to unexpected events. 
Alternatives include radios, cellular phones, 
walkie-talkies, or a coordinator in a vehicle to 
circulate among field crews. 

•	 Calibrate field analytical equipment before and 
during the sampling activity. 
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collected at sites within the distribution system and 
tested for disinfectant levels in the field.  Samples taken 
to satisfy the requirements of the TCR are also manually 
collected in the field and subsequently analyzed in the 
laboratory.  Manual sampling is labor-intensive and the 
number of samples that can be collected is limited by 
availability of personnel and analysis costs.  However, 
they are specified by some regulations. Potentially 
important events that may occur between the routine 
grab samples may be lost (e.g., process upset). Also, 
there is a potential for dismissing unusual grab 
sampling results as some type of manual monitoring 
error (Hargesheimer et al., 2002). 

5.2.2 Automated/Online Monitoring 
As stated in the report, “Online Monitoring for 
Drinking Water Utilities” (Hargesheimer et al., 2002), 
“There is an evolution from grab-sample monitoring 
to online monitoring as sampling, analysis, data 
processing, and control functions become more 
automated.”  Online monitoring requires a mechanism 
for moving the sample water from the distribution 
system to an instrument, appropriate instrumentation 
for analyzing the water, a mechanism for communicat
ing the results, and a means of assessing the results of 
the monitoring. Additionally, the instrumentation 
must be periodically calibrated and maintained for 
quality control/quality assurance. 

In the past, distribution system online monitors were 
typically housed in a controlled environment with 
sample lines from the distribution system to the 
instrument. This resulted in most instrumentation 
being located at facilities such as tanks and pump 
stations. The instrumentation was sometimes con
nected to a SCADA system so that results could be 
communicated to a central office.  More recently, 
some instrumentation is available that is designed for 
installation in manholes or for direct insertion into 
water mains. 

The American Society of Civil Engineers (ASCE), in 
concert with other leading organizations, entered into 
a cooperative agreement with the EPA to develop 
standards documents and guidance aimed at enhancing 
the physical security of the nation’s water and waste
water/stormwater systems. Under this agreement, 
ASCE is leading the effort to develop guidelines for 
designing an online contaminant monitoring system 
(OCMS). The Interim Voluntary Guidelines for 
Designing an OCMS were published in December 
2004 (ASCE, 2004). This document provides compre
hensive information on several topics, including 
rationale for OCMS and system design basics, selec
tion and siting of instruments, data analysis, and use of 
distribution system models. 

5.3 Monitoring Equipment 
Overview 

In general, monitors can be categorized by the types 
of parameters (contaminants, agents, and characteris
tics) that the monitor is used to measure. For estab
lishing water quality, the monitors are designed to 
measure one or more parameters that represent 
physical, chemical, and/or biological characteristics 
of the system. Typically, in manual grab sampling 
programs, hand-held physical and/or chemical 
parameter measuring devices are used. These hand
held devices are carried to the sampling location 
along with appropriate containers to collect water 
samples for performing more complex chemical and 
biological analyses in a laboratory.  The online 
sampling devices are more complex devices that are 
designed to automatically measure, record, and 
display specific physical, chemical, or biological 
parameters. A brief overview of these devices is 
presented in the following subsections. 

5.3.1 Physical Monitors 
Physical monitors are used to measure the physical 
characteristics of the water in a distribution system. 
They include a variety of instrumentation that 
measures various macro characteristics, such as flow, 
velocity, water level, pressure, and other intrinsic 
physical characteristics. Examples of intrinsic 
physical characteristics include pH, turbidity, color, 
conductivity, hardness, alkalinity, radioactivity, 
temperature, fluorescence, UV254, and ORP.  In 
general, physical monitors tend to be relatively 
inexpensive, quite durable, and readily available. 

5.3.2 Chemical Monitors 
Chemical monitors are used to detect and measure 
inorganic or organic chemicals that may be present in 
the water.  A wide range of chemicals may be of 
interest, and a large variety of technologies can be 
used. A specific technology or multiple technologies 
must be properly selected for a particular chemical or 
a group of chemicals of interest. Examples of 
chemical monitors include, but are not limited to 
residual chlorine monitor, TOC analyzer, and gas 
chromatograph/mass spectrometer (GC/MS). Typi
cally, the same general type of technology may be 
available in either automated online monitoring 
capability or to support manual grab sample analysis. 

5.3.3 Biological Monitors 
Biological monitors (bio monitors) include bio
sensors and bio-sentinels. Bio-sensors detect the 
presence of biological species of concern, such as 
some forms of algae or pathogens. The general 
operating principles of bio-sensors may include 
photometry, enzymatic, and/or some form of bio
chemical reaction. The bio-sentinels use biological 
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organisms as sentinels to determine the likely 
presence of chemical toxicity in a water sample. 

In general, bio-sentinels cannot be used to identify 
the presence of a specific toxic contaminant – rather 
only that there is some form of toxic contaminant 
present. Most bio-sentinels operate by observing the 
behavior of selected organisms. Examples of such 
organisms include: fish, mussels, daphnia, het
erotrophic bacteria, and algae. When the sentinel 
organism senses the presence of toxicity, it reacts in 
some unusual manner.  Bio-sentinel instruments 
respond to these reactions and note that an unusual 
event is occurring. This application is somewhat 
analogous to the use of indicator organisms (e.g., total 
coliforms) to indicate the water quality in the distri
bution system. 

While bio-sensors can be directly applied in distribu
tion systems without pretreatment of the sample, the 
bio-sentinels are typically used in source waters. This 
is because most organisms are sensitive to the 
presence of chlorine (or other disinfectants) in the 
water.  Therefore, if a bio-sentinel is proposed to be 
used for distribution system monitoring, the water 
must be de-chlorinated prior to entering the bio
sentinel instrument. Dechlorination may affect 
detection reliability and the chemical characteristics 
of the water.  Also, the bio-sentinels require a pro
tected housing environment along with some sort of 
nutritional supply to keep the sentinel organism alive 
and healthy. 

5.4 Establishing Monitoring 
Requirements 

Selection of the types, numbers, and locations of 
monitors is dependent on the nature of the monitoring 
program desired.  These requirements depend upon 
the overall monitoring objectives and the distribution 
system site-specific requirements. For example, a 
monitor used for regulatory purposes may need to 
monitor different constituents than one used as part of 
a process control or security system. Similarly, a 
different monitor may be needed for a utility that uses 
chlorine as the disinfectant compared to one that uses 
chloramine. The site-specific monitoring require
ments can be evaluated and represented in the 
following terms: 

•	 monitoring parameters, 

•	 number and location of monitors, 

•	 nonitor characteristics (e.g., detection limits, 
sampling frequency, cost, false negatives/false 
positives), and 

•	 amenability to remote monitoring and SCADA 
integration. 

These requirements are further discussed in the 
following subsections. 

5.4.1 Monitoring Parameters 
The parameters to be monitored depend strongly upon 
the specific use of the monitor and upon utility-
specific situations. For regulatory purposes, the 
regulations typically specify the minimum set of 
parameters that must be sampled. For each system, the 
regulating authority typically also specifies the 
monitoring locations and frequency.  A utility may 
choose to analyze the water for additional parameters 
and/or increase the frequency of monitoring in order 
to address other water quality concerns. 

For security monitoring, there are no regulations or 
standards. Utilities can choose whether or not they 
want to perform such monitoring and select the 
parameters they will monitor.  Generally, such 
monitoring will be limited by budgets and by 
technology.  Research and development is being 
conducted on security monitoring systems, in 
conjunction with event detection platforms, that 
measure standard parameters, such as TOC, pH, 
turbidity, conductivity, chlorine, ORP and tempera
ture. For both process control and security-related 
monitoring, instrument response time is critical. 
Therefore, online monitors are typically used in these 
types of applications. The parameters monitored vary 
widely depending upon the type of process and/or 
security monitoring. 

The goal of online monitoring for security purposes is 
to automatically analyze the data to determine (1) 
whether there is an indication of unusual contamina
tion in the sample; and (2) what the likely contami
nant is, based on the water quality signature of these 
parameters. 

5.4.2 Number and Location of Monitors 
For selecting monitoring locations in distribution 
systems, there are two related decisions: (1) how many 
monitors to place in the system, and (2) where to 
place them. The number of monitors is generally 
controlled by the monitoring objective (e.g., regula
tory requirement) or by budgetary factors, while the 
location of monitors is a more complex issue that can 
be addressed in many ways. For example, for compli
ance with the TCR and the SWTR, there are specific 
requirements as to the number of samples that must be 
taken. For most other uses, the number of sampling 
points (or the number of monitors installed) is 
controlled by budgetary and financial constraints and 
through comparison to the benefits associated with 
the monitors. The following subsections summarize 
an approach that can be used when the established 
objectives do not clearly define the number and 
location of monitors. 
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EPA’s research in contamination warning systems (CWSs) at the T&E Facility is 
developing data based on bench- and pilot-scale experiments that reveal how 
traditional water quality parameters, if monitored online, can serve as triggers 
for contamination events. Figure 5-1 shows the response of several instruments 
to the injection of secondary wastewater into a DSS. 

Figure 5-1. Wastewater Injection: Free Chlorine and Associated Grab 
Sample Results. 
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5.4.2.1 Number of Monitors 
To select the optimum number of monitors for a 
distribution system, theoretically one can perform a 
simple cost-to-benefit analysis. If the overall life 
cycle benefits of each monitor exceed its life cycle 
costs, analysis would suggest that the monitor is 
justified. Life cycle costs represent both the capital 
and operational costs for the monitors. Depending 
upon the location-specific requirements, as the 
number of monitors increase, there may be economies 
of scale or the unit cost may actually increase 
disproportionately.  The unit costs increase when the 
additional monitors are placed in less convenient 
locations where servicing and/or data communication 
costs are higher.  Frequently, budgetary constraints 
may also limit the number of monitors that can be 

deployed, even if benefits 
justify their costs. 

Figure 5-2 is a graphical 
representation of benefits 
associated with increasing the 
number of monitors in a 
distribution system. This 
graph illustrates that typically 
after a basic network of 
monitors has been established 
for a distribution system, the 
incremental benefits gained 
by installing additional 
monitors follow the law of 
diminishing returns. The 
actual development of such a 
graph is difficult because of 
the need to explicitly quantify 
benefits. In the case of water 
security-related monitoring, 
one could measure the value 
based on population or 
sensitive facilities (e.g., 
hospitals) protected by use of 
online monitors. For other 
types of monitoring situa
tions, quantification of 
benefits is more difficult. 

Though a formal cost-benefit analysis may not be 
feasible, this discussion provides a general framework 
that can informally guide the design of a monitoring 
network. 

5.4.2.2 Optimal Monitor Locations 
Historically, monitors/sensors have been placed in 
distribution systems to meet regulatory requirements. 
Their locations have been determined based on ease 
of access and a general intuitive assessment of 
representative locations. Lee et al. (1991) proposed a 
method for locating monitors, based on the concept of 
coverage, which is defined as the percentage of total 
demand that is sampled by a set of monitors. Various 
other researchers further addressed this issue using 
alternative mathematical methods (Kessler et al., 
1998). Though widely cited, these methodologies 
have rarely been applied in actual practice.  However, 
following the attacks of September 11, 2001, there has 
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Number of Monitors 

been a renewed interest in the development of 
monitoring technology and placement of monitors in 
the distribution system as a mechanism for detecting 
intentional contamination of distribution systems. 

Many current studies are applying optimization 
techniques to determine the optimal placement for 
monitors in distribution systems based on a defined 
objective function. Ostfeld (2004) and Ostfeld and

Figure 5-2. Theoretical Example of Benefits from Salomons (2004) provide reviews of past work in this 
Monitors. area and present example mathematical formulations 
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A 17th century Italian economist, Vilfredo Pareto, 
developed a method for comparing alternatives. Based 
on his work, a situation is defined as being Pareto-
optimal if by reallocation you cannot make someone 
better off without making someone else worse off. This 
can be applied to evaluating monitors by examining the 
diagram (Figure 5-3) where various monitoring options 
are compared in terms of their cost and some measure of 
effectiveness. Just looking at alternatives A and B, we 
can say that A is better than B because it costs less and 
is more effective. By comparing all potential alterna
tives, we can define a Pareto front. All alternatives 
located on that front are better than alternatives located 
to the right and below the front. This provides a useful 
conceptual mechanism for evaluating alternative 
monitoring schemes. For additional information on the 
work of Pareto, see Johansson (1991). For more details 
on the application of Pareto’s concepts in the area of 
optimization related to water distribution system 
analysis, see Walski et al., 2003). 

Figure 5-3. Pareto-Optimal Cost Effectiveness 
Diagram. 
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using genetic algorithm solution techniques. Their 
methodology finds an optimal layout of an early 
warning detection system comprised of a set of 
monitoring stations aimed at capturing contamination 
from external sources, nodes, or tanks under EPS 
conditions. Berry et al. (2004) developed an optimi
zation program that considers the maximum volume 
of contaminated water exposure at a concentration 
higher than a defined safe level. The method uses an 
integer programming optimization technique to place 
a limited number of “perfect” sensors in the pipes or 
junctions of a water network so as to minimize the 
expected amount of exposure to the public before 
detection, assuming the attack occurs on a typical day. 

Watson et al. (2004) use mixed-integer linear pro
gramming models for sensor placement over a range 
of design objectives. Using two case studies, they 

Bahadur et al. (2003) describes an approach using 
PipelineNet in which GIS data and hydraulic model 
results are used to guide the manual placement of 
monitors in order to fulfill some general criteria. In a 
case study conducted with personnel at a water utility, 
25 potential monitoring sites were identified and 
subsequently reduced to two best sites using the GIS/ 
PipelineNet framework. This approach is more closely 
related to the traditional methods for locating moni
tors compared to the optimization techniques de
scribed in this section. 

showed that optimal solutions with respect to one 
design objective (e.g., population exposed) are 
typically highly sub-optimal with respect to other 
design objectives (e.g., time for detection). The 
implication is that robust algorithms for the sensor 
placement problem must carefully and simultaneously 
consider multiple, disparate design objectives. 

In general, the optimization methods described above 
are experimental approaches that have been applied 
only to hypothetical or small water systems and are 
based on assumptions about the availability of 
monitoring technology, ability to define explicit 
objective functions, and limited incorporation of the 
variability of water system operation. Further 
research and development is needed before this 
technology is ready for routine use. 

5.4.3 Monitor Characteristics 
The following characteristics of monitors must be 
evaluated prior to selecting an appropriate device: 

•	 Minimum detection limit (MDL) – The 
minimum detection limit is the lowest 
concentration or value at which the monitor can 
dependably detect the constituent of interest. 
The MDL can vary for different constituents, 
different technologies, or for different 
implementations of the same technology and 
constituent. 

•	 False negatives/false positives – Two forms of 
errors associated with a monitor are false 
positives and false negatives. A false positive 
exists when a monitor reports, incorrectly, that it 
has detected a constituent where none exists in 
reality. A false negative exists when a monitor 
reports, incorrectly, that a constituent was not 
detected when, in fact, it was present. False 
positives can lead to unneeded responses, and 
repeated false positives will lead to a lack of 
confidence in the instrument. Lack of detection 
associated with a false negative results in no 
response to a real contamination event and can 
expose consumers to contaminants in the 
system. 
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The heightened level of concern over the need to 
protect water distribution systems has led to the 
initiation of research into the development of CWSs for 
both source and finished waters (Clark et al., 2004a). 
CWSs are intended to reliably identify low probability/ 
high impact contamination events in source or distrib
uted water. The International Life Sciences Institute 
(ILSI) developed a report (ILSI, 1999) focused on the 
development of environmental warning systems (EWSs) 
for source water.  The same development principles 
apply to distribution systems. EWSs applied to 
distribution systems are commonly referred to as CWSs. 
The following design requirements for EWSs were 
identified by ILSI in their report: 

•	 provides warning in sufficient time to respond to 
a contamination event and prevent exposure of 
the public to the contaminant, 

•	 capable of detecting all potential contamination 
threats, 

•	 remotely operable, 

•	 identifies the point at which the contaminant was 
introduced, 

•	 generates a low rate of false positive and false

negative results,


•	 provides continuous, year-round surveillance, 

•	 produces results with acceptable accuracy and

precision,


•	 requires low skill and training, and 

•	 be affordable to the majority of public water

systems.


A key aspect of an effective EWS will be the need for it 
to operate in a remote monitoring and reporting mode. 

•	 Sampling frequency – The rate at which a 
monitor analyzes and reports a value is the 
sampling frequency.  This may vary from a few 
seconds or less for an instrument such as a 
pressure gage to an hour or more for instruments 
that take longer periods to perform the analysis 
such as a gas chromatograph. For grab 
sampling, this delay may be even higher.  Some 
instruments can be set for different sampling 
frequencies. More frequent sampling may result 
in higher operating costs, shorter battery life, 
increased data storage requirements, or 
increased communication needs. 

•	 Amenability to SCADA integration – The 
monitor’s ability to be online and integrated 
into some sort of SCADA or remote data 
acquisition system is critical if multiple remote 
locations are monitored simultaneously.  Most 
current online monitors have analog (e.g., 4-20 
mA, 1-20 V) or digital signal (e.g., RS232, 
RS485) outputs that provide the ability to 

remotely collect and store data at a central 
location for analysis. 

•	 Operation and maintenance requirements – The 
operational requirements of monitors can vary 
significantly and may strongly impact the 
selection process. Issues include the electrical 
needs, expendable material needs (e.g., 
reagents, wear related components), temperature 
and humidity requirements, needs to handle 
waste streams from the monitor, and other 
factors related to the housing of the monitor. 
Similarly, the maintenance requirements of the 
monitors will also impact the selection process. 
Issues such as how frequently a technician must 
service the monitor in the field and the level of 
expertise required to service the device are 
important considerations when evaluating 
monitors. 

•	 Combinations of monitors – The ability of a 
monitoring system to reliably detect a 
contamination event generally increases with 
multiple monitors working in tandem. For 
example, a single monitor that reports a signal 
slightly above the noise level may easily be 
dismissed. However, if multiple monitors at 
several locations in close proximity or several 
instruments at the same location monitoring for 
different parameters all detect a potential event, 
a more forceful and rapid response is likely. An 
ongoing area of research is the development of 
data mining algorithms that can differentiate or 
detect a signal above background levels that are 
not normally observed in the monitored system. 

•	 Costs – The cost of monitoring systems can 
vary over several orders of magnitude. A single 
simple instrument monitoring for a physical 
parameter such as conductivity may cost less 
than $1,000. The cost of a multi-parameter 
physical monitor is typically in the 
neighborhood of $10,000. More complex 
instruments such as a TOC monitor or a GC/MS 
cost in the range of $25,000 to $90,000. The 
cost of more complex instruments or a 
monitoring station containing multiple 
instruments can easily exceed $100,000 in 
capital cost. Installation and ongoing 
maintenance costs are frequently site-specific 
and vary according to environmental 
conditions. 

5.4.4 Amenability to Remote Monitoring and 
SCADA Integration 

For a comprehensive network-wide water quality 
remote monitoring program, it is essential to ensure 
that the system and its monitored components are 
amenable to remote monitoring and SCADA integra
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tion. The SCADA component adds the element of 
control to the monitored network. Most utilities have 
some sort of SCADA functionality to automate and 
monitor the key water treatment and/or distribution 
operations. The control logic is typically triggered 
based on a specified time and/or event. For example, 
the pumps may be set to fill a distribution system tank 
at midnight and when the tank level monitor detects 
that the tank is full (an event reported through the 
SCADA system), the control logic to turn off the 
pumps is initiated. This type of control logic can be 
enhanced to perform control functions based on 
detection of water quality change in the distribution 
system. However, to achieve this functionality, one 
needs to understand the following three major 
components of a remote monitoring and/or control 
system (or SCADA): 

•	 online sampling instruments (e.g., pH, ORP) 
and/or control devices (e.g., pump, valves), 

•	 SCADA or remote monitoring network, and 

•	 field wiring and communications media. 

These components are discussed briefly in the 
following subsections. 

Electric power is generally required for operating these 
components. If electric power is not readily available 
at the desired location where a monitor is to be in
stalled, consider the costs for installing a suitable 
power apparatus (e.g., a solar panel, battery pack). 

5.4.4.1 Online Sampling/Control Devices 
Online sampling/control devices can be the most 
expensive component of a SCADA system.  The 
sensors, switches, monitors, and controllers used in a 
SCADA system may vary widely, depending upon the 
parameters that need to be controlled and/or observed. 
The cost for online sampling devices can range from a 
few hundred dollars to over $100,000. Control units 
such as sample feed pumps or shut-off valves are less 
expensive (Panguluri et al., 1999). Costs associated 
with maintenance and calibration of the online 
sensors when planning the acquisition and implemen
tation of a remote monitoring network should also be 
considered. 

5.4.4.2 SCADA or Remote Monitoring Network 
Larger utilities typically use some type of SCADA 
system for water distribution system control that can 
easily be integrated to include online sampling 
instrumentation in a cost-effective manner.  Also, 
recent advances in electronic hardware and software 
technologies have resulted in several cost-effective 
SCADA alternatives for smaller systems.  A micropro-
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Sensors and Transducers: A sensor responds to a 
physical and/or chemical stimulus, such as thermal 
energy, flow, light, chemical, pressure, magnetism, or 
motion. A transducer takes the measured physical and/ 
or chemical phenomenon (e.g., pressure, temperature, 
humidity, and flow) and converts it to an electrical 
signal. In each case, the electrical signals produced are 
proportional to a physical and/or chemical quantity 
being measured based on a pre-defined relationship. 
The electrical signals generated by transducers often 
require “conditioning.”  Depending upon the trans
ducer, a signal conditioner can be used to perform one 
or more conditioning functions, such as noise filtration, 
amplification, linearization, isolation, and excitation. 

cessor-based “smart” SCADA system can be used in 
remote locations by small system operators where 
direct online communication is expensive. Smart 
systems have higher initial costs, but overall costs are 
reduced since the communication costs (e.g. long-
distance phone costs) are negligible because most of 
the burden is transferred from the main computer to 
the individual SCADA unit at the remote site 
(Panguluri et al., 1999).  Newer SCADA units are 
fairly inexpensive, with capital costs ranging between 
$500 (PC card-based units and remote data collection 
nodes) and $5,000 (independent PC-based full 
SCADA units). 

The data acquisition hardware processes the digital 
and analog inputs/outputs from various online 
sampling and control devices. For monitoring 
systems, the hardware typically processes the analog 
data measured from various instruments and transfers 
it to a computer system for display, storage, and 
analysis. In a monitoring/control system (SCADA) 
scenario, the hardware would process both analog and 
digital inputs (typically from a field device) and 
outputs (to perform control functionality). The 
application software provides the operator the 
display, control, and analysis (trends and reports) of 
collected data. 

5.4.4.3 Field Wiring and Communication Media 
Depending upon availability, cost, user preference, 
and the relative location of the sensors to the data 
acquisition system, the communication media can be 
either wired (e.g., direct, phone line) or wireless (e.g., 
radio, cellular). In field environments, distributed 
input/output (I/O) is typically employed. A remote 
data acquisition hardware unit employed at the field 
location performs the appropriate signal conditioning 
and transmits the data to a central hub.  More recently, 
mesh or grid computing systems are used in remote 
locations to add redundancy in cases of link failures. 
The field wiring between the sensor and the remote 
data acquisition hardware unit is usually direct 
wire. 
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Depending upon the area covered and availability, in 
some cases it may be preferable to use some form of 
radio communication devices. The available radio 
communication devices operate mostly in the very 
high frequency (VHF) or ultra high frequency (UHF) 
range. The VHF frequencies range between 30-300 
megahertz (MHZ) and the UHF frequencies range 
between 300-1,000 MHZ. In U.S., most of the 
available VHF/UHF radio frequencies are licensed. 
The unlicensed bands available include the industrial, 
scientific and medical device channels with frequency 
ranges between 902 - 928 and 2,400 - 2,484 MHZ. 
The unlicensed bands do not have any connection or 
monthly fee requirements. 

Typically, direct wire and phone line (including 
cellular) communication media are inexpensive. The 
primary limitations associated with selecting the 
communication media include installation and 
operating costs, which can vary between $200 (for a 
simple telephone or cellular modem) and several 
hundred dollars for a satellite-based system per 
location. Ongoing monthly operating costs can range 
from $25 for a phone line to approximately $200 per 
month for satellite-based services within the U. S (per 
monitored location). 

5.5 Engineering and Evaluating a 
Remote Monitoring System 

Once all of the basic requirements have been estab
lished (e.g., objectives, parameters, location) as 
outlined in the previous section (Section 5.4) and the 
requirements indicate a need for a system-wide remote 
monitoring program for water quality, the following 
additional site-specific needs should be evaluated for 
water quality monitoring in a distribution system 
(Panguluri et al., 1999): 

•	 What are the complexities of the distribution 
system (size, location)? 

•	 What locations are best suited for sampling and/ 
or control system installation? 

•	 Is sufficient flow and water pressure available 
for online instruments? 

•	 Is there an existing SCADA system available? 

•	 What types of communication media are

available at the selected locations?


•	 How many parameters are going to be 
monitored and/or controlled at each location? 

•	 What other site-specific information (e.g., 
availability of power, access, security) will be 
needed? 

Additonal factors to be considered are (Haught and 
Panguluri 1998): 

•	 system features (e.g., ease of operation,

customization, networkability, operator

security),


•	 cost (initial, training, service agreements, and

operation and maintenance), and


•	 vendor support (hardware and software

upgrades and remote diagnosis).


It is important that each site is evaluated individually 
for appropriate SCADA system selection.  The cost of 
SCADA software has plummeted over the past few 
years. For example, the cost of one commercially 
available graphical (Windows-based) SCADA software 
package has dropped from $30,000 in the early 1990s 
to $2,000 today. 

Prior to selecting and implementing a remote monitor
ing network, one should evaluate the options care
fully.  Engineering a remote monitoring system is a 
difficult task that typically involves many factors: 
multi-dimensional objectives, changing needs, rapid 

Besides the aforementioned immediate needs (e.g., ease 
of operation, customization, networkability), SCADA 
system features include: 

•	 Scalability: This allows for future growth with 
respect to addition of I/O blocks with more 
channels or advance capabilities.  These I/O 
channels are used to communicate with various 
field monitoring instruments (sensors) and control 
devices. 

•	 Local Memory: The SCADA hardware must also 
contain sufficient local memory to store the 
monitored data for extended periods of time in 
case of communication failures. 

•	 Remote operation and diagnosis: In the event of 
brownouts or blackouts, the field SCADA units 
should normally self-boot upon resumption of 
power supply.  The field SCADA units should also 
allow for remote diagnosis. 

•	 Call-out feature: This feature allows the system’s 
software to notify appropriate personnel if 
problems develop with a treatment system or 
water quality.  This feature can greatly enhance 
operator response in emergency situations and 
prevent costly shutdowns and loss of water and/or 
water quality. 

•	 Open Database Connectivity (ODBC): This 
feature allows for open communication with other 
databases and tools that can be integrated to 
provide additional features. The data then can 
also be used for network modeling. 
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technological change, conflicting technical claims, 
and budgetary constraints. The following subsection 
presents general methods for evaluating and assessing 
alternatives followed by a set of specific criteria for 
evaluating alternative monitoring systems. 

5.5.1 Remote Monitoring System Evaluation 
In order to justify a remote monitoring system and to 
select the best monitoring system, it would be ideal if 
one could evaluate the benefits derived from monitor
ing and compare them to costs and choose the system 
that maximizes net benefits subject to budgetary 
constraints. Depending on the uses of the monitoring 
data, monitoring benefits may be associated with: 

•	 reduced risks from an intentional or accidental 
contamination event, 

•	 improved understanding of the variation in 
water quality of a distribution system, 

•	 enhanced operation if the data are used as part 
of a process control system, and 

•	 increased compliance if the information is used 
for regulatory purposes. 

5.6 Monitoring Case Studies 
EPA has conducted research into the use of remote 
monitoring and control technology alternatives for 
many years.  These projects have involved both water 
treatment systems and water distribution (Clark et al., 
2004b). The agency’s first research project that 
incorporated real-time monitoring at a remote 
location was conducted at the T&E Facility.  The 
initial research was focused on evaluating SCADA 
systems for small drinking water package plants. The 
goal was to demonstrate that SCADA systems could 
be used to monitor and control several small plants 
remotely from a centralized location at one time 
(Haught and Panguluri, 1998). The following case 
studies represent some of the highlights of the 
research and collaboration with different water 
utilities. 

5.6.1 Rural Community Application 
In May 1991, EPA provided funding to support a 
research project titled “Alternative Low Mainte
nance Technologies for Small Water Systems in 
Rural Communities” (Goodrich et al., 1993). This 
project involved the installation of a small drinking 
water treatment package plant in a rural location in 
West Virginia.  The primary objective of this study 
was to evaluate the cost-effectiveness of package 
plant technology in removing and disinfecting 
microbiological contaminants. The secondary 
objectives of this project included: remote monitor
ing and automation of the system to minimize the 
O&M costs, assessment of the community’s accep-
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tance of such a system, ability to pay, and the effect 
of the distribution system on water quality at the 
tap. The following is a brief summary of the overall 
project. 

The treatment system was located in rural Coalwood 
(McDowell County), WV, approximately 12 miles 
from the McDowell County Public Services Division 
office. Prior to 1994, an aerator combined with a slow 
sand filter was being used for water treatment at this 
site. This combined unit had been operational for 
over 30 years and needed substantial repairs. The 
water flowed by gravity from an abandoned coal mine 
to an aerator built over a six-foot-diameter slow sand 
filter.  A hypochlorinator provided disinfection of the 
treated water, and the water flowed by gravity through 
the distribution system to the consumer.  The volume 
of water from the mine was considered sufficient for 
the small rural community. 

Based on a review of existing technology, EPA 
determined that a packaged ultrafiltration (UF) system 
would be ideally suited for this location. In 1992, a 
UF unit was purchased and installed at this site. In 
1996, EPA developed, installed, and tested a remote 
monitoring system at the site. The system used 
commercially available hardware along with EPA-
developed software. The software was not user-
friendly and the overall cost of ownership was very 
high. Therefore, in 1998, EPA updated the SCADA 
system with a scalable commercially available off-the
shelf, user-friendly SCADA system.  The total cost 
(including instrumentation, technical support, 
training, and set-up) was approximately $33,000. 
EPA installed similar SCADA systems at Bartley and 
Berwind sites in McDowell County, WV, for remote 
monitoring of water quality. 

5.6.2 Washington D.C. Remote Monitoring 
Network 

Following a number of coliform violations, EPA’s 
Region 3 office directed the Washington D.C. Water 
and Sewer Authority (WASA) to implement a number 
of corrective actions for its water distribution system 
(Clark et al., 1999). Remote monitoring of water 
quality parameters within the distribution system was 
identified as being one possible method for identify
ing water quality problems. Consequently in 1997, 
EPA initiated a study to install a remote network at 
various locations in Washington D.C. to monitor 
water quality within the distribution system (Meckes 
et al., 1998). The WASA staff teamed with EPA to 
select appropriate locations within the distribution 
system for installation of online sampling stations. 
Following are some of the study objectives: 

•	 development of methods to monitor real-time 
water quality at various locations within the 
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distribution system, 

•	 field evaluation of sensors and remote 
monitoring technologies for inclusion in the 
network, 

•	 development of effective methods to publish 
real-time data that enhanced consumer 
confidence, 

•	 evaluation of costs associated with

implementing such systems, and


•	 identification of potential problems and 
suggestions for remedial actions when 
implementing remote monitoring networks. 

Free chlorine, pH, temperature, and turbidity were 
selected as the monitored parameters based on the 
availability of online sensor technologies. The 
selection was based on the premise that these were 
parameters which could be reliably monitored 
continuously and the selected instruments required 
limited maintenance. Additionally, WASA used their 
SCADA system to track various operating parameters 
within the distribution system. During the evalua
tion, it was clear that use of the existing SCADA 
system to manage the monitored data provided clear 
advantages over other available systems. Using the 
existing SCADA system minimized long-term on-site 
support costs. 

After suitable location(s) were identified, customized 
sampling and monitoring systems were built. The 
remote monitoring system in Washington D.C. was 
implemented in three phases. In the first phase, a 
remote monitoring system was installed at the Fort 
Reno #2 tank (Figure 5-4), which provided security 
and easy access to the distribution system. Subse
quently, based on initial success at this location, two 
other sites (Bryant Street and Blue Plains) were 
selected and added 
to the remote 
monitoring network 
in the second phase. 
The third phase 
involved the 
development of a 
Web-based applica
tion to publish the 
real-time data in 
order to enhance 
consumer confi
dence. 

Figure 5-5 shows the 
relationship between 
the SCADA system 
and the transmission 
of the data. Al-

Figure 5-4. Fort Reno #2 
Remote Sampling System. 

though WASA’s SCADA system used a proprietary 
operating system, it provided a personal computer 
(PC) link which was used to dump data into a regular 
PC for further processing. The hardware-based feature 
enabled tight security; an authorized end user could 
only copy the relevant data published on the PC and 
could not directly access the SCADA system.  This 
feature also eliminated any potential interference 
between the sampling system data and other distribu
tion system operations data. Unfortunately, the EPA 
funding for this study was terminated and, as a result, 
the systems and the Website are currently not opera
tional. The overall project, however, did demonstrate 
that such systems could be developed and operated. 
Figure 5-6 shows some of the output data for the Fort 
Reno tank which indicates the loss of disinfectant 
chlorine levels at night.  Clearly, this type of informa
tion can be used to improve system operations to 
better maintain the water quality. 

5.6.3 Tucson Water Monitoring Network 
Based on a grant received from the EPA’s Environmen
tal Monitoring for Public Access and Community 

Figure 5-5. WASA Remote Monitoring System Layout and Data 
Transmission Scheme. 
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Figure 5-6. Monitoring Data for Fort Reno Tank. 

Tracking (EMPACT) Program, the city of Tucson 
implemented a comprehensive water quality monitor
ing program. The city’s EMPACT goals included the 
following: implementing enhanced monitoring of the 
utility’s potable distribution system, providing the 
community with near real-time water quality informa
tion on Tucson Water’s Website 
(www.cityoftucson.org/water), and creating commu
nity partnerships to better inform water consumers 
about water quality and resource issues. The water 
quality monitoring and data collection tools provided 
through EMPACT also enables the utility to track and 
respond to real-time changes in system water quality. 

Tucson Water’s distribution system consists of one 
central drinking water distribution system that serves 
the majority of the customers and ten isolated 
drinking water distribution systems. All eleven 
drinking water distribution systems cover a service 
area of 300 square miles and serve 680,000 customers 
in the Tucson metropolitan area. The two types of 
source water that supply the central distribution 
system are native groundwater and renewable 
recharged surface water from the Colorado River.  The 
source water that supplies the ten isolated distribution 
systems is groundwater. 

For the purposes of monitoring, the central distribu
tion system is divided into ten water quality zones 
and each isolated distribution system is considered an 
individual water quality zone. Figure 5-7 shows the 
zone map. A water quality zone is defined as an area 
of the distribution system that is similar in water 
quality characteristics, water pressure, geographical, 
and political boundaries. Each water quality zone has 
a set number of dedicated sampling stations and 
points-of-entry (POE). The dedicated sampling 
stations monitor the quality of the drinking water in 
the distribution system before delivery to the cus
tomer.  The POEs are usually individual wells that 
represent the water quality of a single well or in a few 
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cases, combined POE systems that represent the 
collective blended water quality from a group of wells 
that directly supply Tucson’s drinking water. 

In total, there are 262 dedicated sampling stations and 
approximately 154 active POEs located within the 
multiple distribution systems. In addition, 22 online 
water quality stations (for monitoring: chlorine 
residual, total dissolved solids, pH, and temperature) 
are located throughout the central distribution system 
at strategic locations, such as reservoirs, well sites, 
and booster stations, as one of the primary objectives 
of the EMPACT program. 

Figure 5-7. City of Tucson Water Quality Zone Map. 

Figure 5-8 depicts a continuous water quality 
monitoring station. The monitoring frequency ranges 
from tri-annually (for grab sample locations) to every 
60 seconds (for continuous monitoring stations), 
depending on the location and specific monitoring 
program that is being utilized for that location. 

The comprehensive water quality monitoring program 
encompasses the entire distribution system. Source 
waters are monitored and sampled according to the 
Arizona Department of Water Resources and the 

Figure 5-8. Continuous Water Quality Monitoring Station. 
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Arizona Department of Environmental Quality 
(ADEQ) regulations, while the drinking water is 
monitored according to EPA and ADEQ regulations 
and drinking water standards. Drinking water is also 
evaluated against a set of consumer-established water 
quality goals. Special-purpose samples are taken to 
characterize and track changing trends in water 
quality for both source water and drinking water. All 
data sets are utilized to track and monitor changes in 
water quality to learn the baseline water quality 
operating parameter levels and also to be able to 
identify and react appropriately when a contamina
tion event occurs. Most of the analysis is conducted 
by the utility’s water quality laboratory and all the 
results are tracked through the Water Quality Manage
ment Division. 

All 262 dedicated sampling locations are monitored 
at least once each month for total coliform and 
chlorine residual, while 26 other parameters are 
monitored once every three months. Based on the 
water quality measurements collected each month 
from these 262 sampling locations, the trends in water 
quality conditions are determined for each water 
quality zone and for the distribution system as a 
whole. This information can be found on the afore
mentioned Web site in the Water Quality section 
under Tucson’s Water Quality and Water Quality in 
My Neighborhood links. The water quality informa
tion displayed on two interactive maps shows data 
charts and tables for each location that is sampled 
under the Water Quality program. In addition, the 
information provided to all Tucson water customers in 
the annual water quality report or consumer confi
dence report is based on POE monitoring data. 

5.7 Summary and Conclusions 
Distribution system monitoring is intended to identify 
the spatial and temporal variations in water quality 
that take place in a drinking water system. Monitor
ing data can be used to satisfy various objectives, 
such as regulatory requirements, security require
ments, or process control requirements. The costs of 
implementing such a system can best be justified if 
the resulting data can be used for more than one of the 
aforementioned objectives. 

A monitoring program can implement either routine 
grab sampling or continuous monitoring. A com
bined approach, utilizing both continuous and grab 
sampling data, may prove to be very effective as the 
basis for a comprehensive system-wide monitoring 
plan. In the past, distribution system online monitors 
were typically housed in a controlled environment 
with sample lines from the distribution system to the 
instrument. This resulted in most instrumentation 
being located at facilities such as tanks and pump 
stations. The instrumentation was sometimes con

nected to a SCADA system, so that results could be 
communicated to a central office.  Recently, some 
instrumentation has been designed for installation in 
manholes or for direct insertion into water distribu
tion system pipes. 

Vulnerability assessments performed by utilities and 
various research studies have identified that water 
distribution systems are vulnerable to intentional or 
accidental contamination. In addition to hardening 
systems to make it more difficult to contaminate a 
system, monitoring as part of a CWS has emerged as a 
logical approach to cope with potential contamina
tion events. Monitors can also be used in a distribu
tion system to provide real-time or near real-time 
information on water quality. The data can then be 
used to control treatment processes at a treatment plant 
or in the water distribution system.  However, this type of 
program may not be practical for small systems. 

SCADA is widely used in industrial environments and 
by larger water utilities to control and monitor their 
individual facility operations.  However, water 
utilities typically do not use available SCADA 
systems for conventional water quality monitoring. 
Water utilities typically monitor water quality 
parameters by performing grab sampling on a sched
uled or random basis that provides a periodic snap
shot of the overall system. Current drinking water 
regulations require all public water systems to 
implement water quality monitoring for total coliform 
to ensure that good quality water is provided to 
consumers (EPA, 1996).  Since the regulations do not 
clearly specify that real-time monitoring of water 
quality is required, utilities have been reluctant to 
install and operate such devices. 

After the events of 9/11, utilities have become more 
interested in the potential for continuous water 
quality monitoring. SCADA systems can assist in this 
function by constantly monitoring water quality 
within drinking water distribution systems. These 
systems can potentially reduce the risk of security 
related threats or even non-security related threats, 
and detect undesirable water quality changes within a 
system (Meckes et al., 1998). 

Users should evaluate monitoring data appropriately for 
errors and inconsistencies before commencing actions 
based on acquired data. Each component in a monitor
ing system is a potential source of error.  For example, a 
remote monitoring system could have data errors for one 
or more of the following reasons: instrument errors and 
spikes, SCADA data errors related to system failure, 
backfilling due to communication failure, timing errors, 
or missing data. It is important to validate data and 
understand routine changes in water quality due to 
system-specific operations. 
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Monitoring equipment should be chosen appropri
ately after establishing the monitoring requirements. 
The individual monitor characteristics, costs, and 
amenability to SCADA integration are key to effective 
implementation. Each system should be individually 
examined and engineered for implementation. 
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Chapter 6 
Geospatial Technology for 
Water Distribution Systems 

Section 6.1 provides a brief summary of the history and development of geospatial data management 
based on information extracted from many sources. This history is included in order to provide a context 
for the current geospatial data management methodologies in use today by utilities. Readers who are 
already familiar with the history may choose to skip Section 6.1 of this chapter. 

Geospatial data identifies the geographic location and 
characteristics of natural or constructed features and 
boundaries on the earth. This information may be 
derived from various sources of data, including 
remote sensing, mapping, and surveying technolo
gies. More simply, geospatial data is any information 
in or on the earth that has a “where” component. This 
can be a house address, a street intersection on a map, 
a pump station with a coordinate location stored in a 
facilities list, or the location of the sampling tap on a 
diagram of a pump station. Thus, every object has a 
geospatial data component based on its location. 

Geospatial data provides a mechanism for incorporat
ing geographic locations of various functions and 
facilities in a distribution systems analysis. The cost 
of incorporating map data into the water distribution 
systems discipline is decreasing, which enables a 
wider audience of users to perform powerful spatial 
analyses over time, such as master plan development, 
pipe break analysis, and locational information on 
sensitive subpopulations (e.g., nursing homes, 
schools). As these tools and datasets become more 
commonly used and shared among engineers, new 
efficiencies will be realized that will have a positive 
impact on water distribution system management. 

Water systems are by nature quite geographically 
extensive and the location of a particular component 
or feature may significantly affect its performance. 
Source watersheds can cover hundreds or thousands of 
square miles. Similarly, distribution systems can 
cover vast areas. The operation of a water system 
entails moving water from one location to another. 
Elevation (Z), the third dimension of location (along 
with the X and Y dimensions of a Cartesian coordi
nate system), is an important factor in designing and 
operating a water system. This illustrates that the 
management of a water system is inherently a 
geospatial issue. 

Because of the spatial nature of water systems, many 
aspects of managing a water system consist of using, 
managing, and displaying geospatial data. This has 

led to a variety of mechanisms ranging from maps and 
plans to sophisticated, computerized database 
management systems. The following is a list of some 
of the computerized data systems that water utilities 
typically use for managing their spatial data. These 
systems will be discussed in greater detail later in this 
chapter. 

•	 GIS – Geographic Information System. 

•	 CADD – Computer-Aided Design and Drafting. 

•	 AM/FM – Automated Mapping (or Asset

Management)/Facilities Management.


•	 CIS – Customer Information System. 

GISCADD 
GPS

SCADA
GISCADD GPS

SCADA
AM/FMCIS DEM AM/FMCIS DEM

•	 DEM – Digital Elevation Model. 

•	 GPS – Global Positioning System. 

•	 SCADA – Supervisory Control And Data 
Acquisition. 

•	 LIMS – Laboratory Information Management 
System. 

•	 LIS – Land Information System. 

•	 RDBMS – Relational Database Management 
System. 

•	 SDMS – Spatial Data Management System. 
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6.1 History of Geospatial Data 
Management 

Geospatial data is of interest in many professional 
fields and each of these fields has approached the 
issue of using and managing geospatial data in a 
different manner.  Examples include the following: 

•	 Cartographers concentrate on making maps. 

•	 Surveyors emphasize accurate capture of 
locational information on natural and manmade 
land features. 

•	 Engineers use spatial data to draw construction 
plans and, more recently, use it as input for 
various types of models. 

•	 Planners use maps and spatial data to assess 
growth and to determine the suitability of land 
to support a particular type of development. 

•	 People in the public works area are concerned 
with managing assets such as streets, sewers, and 
water lines, which all have a spatial component. 

•	 Fields such as the military, engineering, mining, 
and hydrology are interested in topographic 
(elevation) data. 

As a result of these varying interests in “spatially 
arrayed data,” the tools and methodologies for 
managing these data have evolved from many 
directions and recently there has been a significant 
move towards integrating the basic concepts. A brief 
history of geospatial data management is presented 
below, organized by the various disciplines that have 
influenced this field. The needs of the water industry 
in the spatial arena cross each of these areas. Geo
spatial data management in the water industry will be 
discussed in greater detail in a later section of this 
chapter. 

6.1.1 Mapping, Surveying, and Remote Sensing 
Mapping is the oldest of the geospatial disciplines. 
Examples of maps date back many millenniums. A 
wall painting, dating back to around 6200 B.C. in 
Turkey, depicts the positions of the streets and houses 
of the town together with surrounding features such as 
the volcano close to the town. The Babylonians 
produced clay tablets containing maps that date back 
to around 1000 B.C. Other early maps were prepared 
by the Egyptians and Chinese (O’Connor and 
Robertson, undated). 

Many of the advances in map making are attributed to 
the Greeks. Around 350 B.C., Aristotle argued that 
the earth was a sphere and around 250 B.C., Era
tosthenes accurately calculated the circumference of 
the earth. In 140 A.D., Ptolemy’s eight-volume Guide 

to Geography was written and provided the basic 
principles of cartography. It introduced the concept of 
map projections and attempted to map the known 
world, giving coordinates of the major places in a 
system akin to the present day latitude-longitude 
system. This document served as the definitive 
reference on geography for over a thousand years and 
was later translated into Latin and printed in 1475. 

The 16th century saw the introduction of globes and 
many improvements in the mathematical basis of 
cartography.  Gerardus Mercator developed a wall 
map of the world in 1569 on 18 separate sheets (see 
Figure 6-1). In the “Mercator projection,” lines of 
longitude, lines of latitude, and rhomb lines all 
appear as straight lines on the map. This projection 
was a great aid to navigators and is still in use today. 
With the basis of cartography well in hand almost 500 
years ago, the cartographic methodologies continued 
to evolve.  Additionally, emphasis was placed on 
methods of accurately establishing the coordinates of 
places of interest. This led to the field of surveying 
and, more recently, the field of remote sensing. 

Figure 6-1. Mercator’s Map of the World in 1569 
(Whitfield, 1994). 

“Surveying is the science and art of measuring 
distances and angles on or near the surface of the 
earth. It is an orderly process of acquiring data 
relating to the physical characteristics of the earth and 
in particular the relative position of points and the 
magnitude of areas. Evidence of surveying and 
recorded information exists from five thousand years 
ago in places such as China, India, Babylon, and 
Egypt” (Queensland Government, undated). Some 
key inventions in the area of surveying include the 
following: 

•	 Knotted ropes – Measuring device developed 
by the Egyptians and used in construction of 
the pyramids. 

•	 Levels – Mechanism developed by the 
Egyptians composed of a hanging “plumb bob” 
used to establish a level surface. 
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•	 Magnetic compass – Device for determining 
north direction. Developed by Chinese circa 
200 B.C. and composed of a magnetic 
“lodestone.” Later used by Chinese for 
navigation. 

•	 Theodolite - An instrument, graduated in 360 
degrees, used in the mid-1500s by an 
Englishman, Leonard Digges, to measure 
angles. 

•	 Alidade and Plane table - Sighting mechanism 
and flat table developed in 1590 for mapping 
the surface features of the earth. Attributed to 
Jean Praetorius. 

•	 Quadrant and Sextant - The quadrant is an 
apparatus developed in 1730 by John Hadley 
for measuring angles of celestial bodies. This 
led to the development of the sextant, which is 
a precision instrument made from brass or 
aluminum that is used for ocean navigation 
where celestial observations are taken to plot a 
ship’s position. 

•	 Transit - The transit is used to measure vertical 
and horizontal angles and may also be used for 
leveling; its chief elements are a telescope that 
can be rotated (transited) about a horizontal and 
about a vertical axis, spirit levels, and 
graduated circles supplemented by Vernier 
scales. Attributed to W.J. Young in Philadelphia 
in 1831. 

•	 Electronic Distance Measurement (EDM) – 
Starting in the 1950s, electronic distance 
measuring instruments were developed and 
have now largely replaced traditional methods 
for measuring distance. Horizontal distances 
are measured using a variety of instruments that 
employ a laser beam aimed at a reflector station. 
Low-cost instruments that employ sound waves 
or infrared beams are also available. 

•	 GPS - The use of GPS in surveying procedures is 
the most recent and revolutionary change to 
influence land measurement. GPS was designed 
and built and is operated and maintained by the 
U.S. Department of Defense. Originally called 
the Navstar GPS, it was first brainstormed at the 
Pentagon in 1973. In 1978, the first operational 
GPS satellite was launched; by the mid-1990s, 
the system was fully operational with 24 
satellites. The basic principle behind GPS is the 
measurement of distance between satellites and 
the receiver. The distance to at least 3 satellites 
must be known in order to find out a position. 
Satellites and receivers generate duplicate radio 
signals at exactly the same time. As satellite 
signals travel at the speed of light (186,000 

miles per second), they only take a few 
hundredths of a second to reach the GPS 
receiver. This difference and the speed at which 
the signal travels is used in the equation to find 
out the distance between the GPS receiver and 
the satellite (Radio Shack, 2004). GPS is now 
also being used to provide information on 
elevations. 

Local governments frequently store survey informa
tion on parcels in an LIS. This information can 
include property ownership, construction date, land 
assessment, and land taxation. This information may 
be linked to a computerized database system for 
storing the geographic coordinates of the parcels. 

Remote sensing refers to imagery from airplanes or 
satellites. Some early examples of remote sensing 
include: aerial photography from a balloon in 1859 
by Gaspard Felix Tournachon in an attempt to 
conduct a land survey; use of light cameras attached 
to pigeons in Bavaria in 1903 to monitor troop 
positions; photographs of San Francisco following the 
1906 earthquake by George Lawrence from a kite; and 
the work of a photographer who accompanied Wilbur 
Wright on one of his first demonstration flights in 
1909. More serious aerial photography was conducted 
during World War I and II and during the Cold War 
period. 

Aerial photography has become a staple item in the 
development of maps and documentation of land use 
changes. The National Aerial Photography Program 
(NAPP) is an interagency Federal effort coordinated 
by the USGS, which uses NAPP products to revise 
maps. Other agencies have varied uses for these 
photographs, which are taken on a 5- to 7-year cycle 
and produced to rigorous specifications. The NAPP 
effort encompasses the entire lower 48 states and 
Hawaii. The photos are acquired from airplanes flying 
at an altitude of 20,000 feet using a 6-inch focal 
length camera resulting in a scale of 1:40,000. Each 
9-inch by 9-inch photo (without enlargement) covers 
an area of slightly more than 5 miles on a side. The 
NAPP effort began in 1987 and replaced the National 
High Altitude Photography (NHAP) program which 
was initiated in 1980. Strict specifications regarding 
sun angle, cloud cover, minimal haze, stereoscopic 
coverage, and image inspection were followed and all 
NAPP photography is cloud-free (USGS, undated). 

Satellite remote sensing can be traced to the early 
days of the space age (National Aeronautics and 
Space Administration [NASA], undated). On April 1, 
1960, the Television and Infrared Observation 
Satellite (TIROS 1) was launched, which proved that 
satellites could observe Earth’s weather patterns. In 
1966, the Environmental Science Services Adminis
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tration (ESSA) Satellites I and II gave the United 
States its first global weather satellite system. In 1972, 
NASA began the Landsat series with the launch of the 
Earth Resources Technology Satellite 1, which was 
later renamed Landsat 1 by NASA. Figure 6-2 
illustrates an image derived from Landsat. Subse
quently, U.S. governmental satellites, such as Landsat 
7, are still gathering consistently calibrated imagery 
of the earth under the Earth Observation Satellite 
(EOSAT) program.  Satellites of other governments 
(SPOT-France) and private satellites (GE, Digital 
Globe) have expanded the routine availability of 
imagery, and further enhanced the resolution of the 
data collected. 

Figure 6-2. Landsat Thematic Mapper™ Images of 
the Missouri River Floodplain Near Glasgow, 
Missouri. (USGS, 1993). 

6.1.2 CADD 
Over the past quarter of a century, CADD has revolu
tionized the way in which engineers and architects 
perform their work. The basis for CADD was laid by 
Ivan Sutherland’s 1963 Ph.D. thesis at Massachusetts 
Institute of Technology (MIT) titled, “Sketchpad: A 
Man-machine Graphical Communications System” 
(Sutherland, 2003). Sutherland used a lightpen to 
create engineering drawings directly on the Cathode 
Ray Tube (CRT).  His thesis laid out virtually all of 
the graphical human interface issues. Sketchpad 
pioneered the concepts of graphical computing, 

The acronyms CAD, CADD, CAM, and CAE refer to 
“computer aided” methodologies used in various fields 
of engineering. CAD can stand for “computer aided 
drafting” or “computer aided design”. CADD can 
mean “computer aided design and drafting” or “com
puter aided drafting and design”. CAE refers to 
computer aided engineering and CAM refers to 
“computer aided manufacturing”. The fields of CAD, 
CAM and CAE overlap and are frequently lumped into 
a single field of CAD/CAM/CAE. 

including memory structures to store objects, rubber-
banding of lines, the ability to zoom in and out on the 
display, and the ability to make perfect lines, corners, 
and joints. This was the first GUI long before the term 
was coined. 

In the late 1960s and early 1970s, several companies 
were founded that developed and commercialized the 
concepts of CADD. In the 1980s, Autodesk (maker of 
AutoCAD) and Bentley Systems (Microstation) were 
founded and led to the wider availability of CADD on 
personal computers. Later in that decade, Parametric 
Technology Corp. produced a 3-dimensional design 
system. 

6.1.3 GIS 
GIS represents computerized systems for the storage, 
retrieval, manipulation, analysis, and display of 
geographically referenced data (Mark, 1997a). 
Though the term GIS was first coined by Roger 
Tomlinson, director of the Canada GIS in the early 
1960s, many of the concepts of GIS lie in the earlier 
fields of mapping and cartography.  There are several 
fields and institutions that contributed to the GIS area 
in a non-linear manner over the past 40 years, 
resulting in the very powerful and widespread use of 
GIS today. Figure 6-3 shows the typical inputs and 
results of current GIS packages. 

The development of the Geographic Base File/Dual 
Independent Map Encoding (GBF-DIME) files by 
the U.S. Census Bureau in the 1960s was the first 
large-scale use of digital mapping by the govern
ment. This system led to the production of the 
Census Topologically Integrated Geographic 
Encoding and Referencing (TIGER) files. Important 
geographic work was also being done at universi
ties throughout the 1950s and 1960s. A grid-based 
mapping program called Synagraphic Mapping 
(SYMAP), developed at the Laboratory for Com
puter Graphics and Spatial Analysis at the Harvard 
Graduate School of Design in 1966, was widely 
distributed and served as a model for later systems. 
Output from SYMAP was on a line printer.  A 
companion program called SYMVU allowed for 
mapping of topographic and other data using a pen 
plotter. 
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Figure 6-3. Typical Inputs and Results of Current GIS Packages. 

From an application viewpoint, much of GIS model
ing technology, as it is used today, is largely an 
outgrowth of planning approaches that are based on 
the work of Ian McHarg, as articulated in his book 
Design with Nature (McHarg, 1969). His manual 
methods involved overlaying a grid on the area to be 
studied, comparing and combining values for 
different types of attributes in a grid cell to determine 
the suitability of each grid cell for various uses. 
Attributes could include characteristics such as land 
slope and soil attributes. 

He demonstrated this process in his book by creating 
maps of different attributes on transparencies with the 
darkness proportional to the degree to which that 
attribute would support a particular use. For example, 
significantly sloping land would be represented as 
dark areas because it is difficult to build under these 
circumstances. Then the reader could physically 
overlay the transparencies and select the lighter areas 
which were most appropriate for development. When 
computerized, this became the basis of the common 
overlay analysis of GIS technology, which served as 
the basic modeling technology of GIS for many years. 

Another source for GIS technology was computerized 

photogrammetry and surveying. In the early 1960s, 
the desire to manipulate spatial data in a computer led 
to such well-known civil engineering programs as 
Coordinated Geometry (COGO), developed at MIT for 
calculating surveying analyses on coordinate data. At 
the same time, the concept of the Digital Terrain 
Model (DTM) was developed, in which the computer 
would be used to store a digital database representing 
the earth’s surface (see the next subsection for more 
details on DTM). 

In the past decade, development within the GIS 
community has been primarily associated with 
commercial enterprises that develop and market GIS 
software. Companies such as ESRI, Smallworld, 
Intergraph, Bentley, MapInfo, and AutoCAD domi
nate the GIS field today.  Early important public 
domain or academic GIS packages such as Geographic 
Resources Analysis Support System (GRASS), 
developed by the U.S. Army Corps of Engineers and 
Clark University, have been largely replaced by the 
commercial software packages. 

6.1.4 DEMs 
DEMs and DTMs refer to representation of ground 
surfaces in a computer.  Over the past 40 years, they 
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have been used to support applications such as 
highway design, sewer design, hydrologic analysis, 
mining calculations, and military applications (such 
as part of a guidance system for missiles). Various 
methods utilizing regular/irregular grids and triangu
lated irregular networks (TIN) (Mark, 1997b) have 
been employed to provide efficient representations of 
surfaces. DEMs have become a regular feature of 
today’s GIS packages.  DEM databases are readily 
available for most of the U.S. from USGS and other 
sources. Figure 6-4 depicts a DTM output. 

Figure 6-4. Digital Terrain Model of Mount St. Helens after 
Eruption in 1980 (R. Horne, 2004). 

6.1.5 Database Management Systems 
Spatial data is composed of two forms of information: 
geographic coordinates and attribute information. As 
an example, in order to represent a water main, 
geographic information describes the coordinates of 
the start and end of the pipe and any curves or bends 
in the pipe. Attribute information may include the 
pipe diameter, length, material, age, and other data of 
interest. Typically, attribute data are stored in a 
relational database system that may be part of a GIS or 
an asset management system. The Relational 
Database model for database design was invented by 
Dr. E.F. Cobb in 1969 and published in Computer 
World in 1985. A relational database system is 
composed of a series of tables that are related through 
keywords. This model is considered to be highly 
efficient and minimizes errors. 

6.1.6 Facility Management 
Facilities management (or asset management as it is 
frequently called today) pertains to use of computer 
database and mapping technology to store and 
manage information related to physical assets in a 
water system. In the 1980s, the term AM/FM was used 
to describe the automation of mapping and the 
management of facilities represented on those maps. 
This typically involved the integration of CAD 

technology and database management technology.  In 
addition to the water industry, AM/FM was used by 
the electric and gas industry, telecommunications 
industry, and other industries that maintained 
physical networks. In the 1990s, the focus of facili
ties management both shifted and expanded to 
encompass a broader management of geographic 
spatially arrayed data that are used and maintained by 
the various types of utilities. This shift brought a 
closer interdependence to the GIS field and frequently 
this broader area is now referred to as AM/FM/GIS 
(Cesario, 1995) or even more broadly as Geospatial 
Information Technology. 

6.2 GIS Principles 
Understanding the basic principles behind geographic 
information systems is difficult because of the breadth 
of the field, the rapid change in technology, and the 
lack of standardization for terminology.  This section 
provides a general overview of the most significant 
GIS principles. 

6.2.1 GIS Features 
A GIS is composed of a group of objects or features 
that have both a locational description and a descrip
tion of their characteristics or attributes. For example, 
a water tank can be identified by its location in terms 
of latitude-longitude or other coordinate systems and 
its characteristics, such as diameter, height, and type 
of construction. Similarly, a pipe can be described by 
its route, diameter, length, material, and age.  More 
importantly, these attributes can be stored, updated, 
and analyzed in a database over time. 

Geographic features are stored in three general ways: 
vector, raster, or TIN.  Though a geographic feature 
can frequently be stored in more than one way (e.g., as 
a vector or as raster), typically there is a preferred way 
to store each piece of information. Under the general 
area of vector representation, features can be stored as 
points, lines, or polygons. Figure 6-5 illustrates the 
three types of features in an example map of a water 

POLYGON 

LINE 

POINT 

Figure 6-5. Map of Pressure Zone Showing Three 
Types of GIS Vector Data. 
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distribution system pressure zone. Points are geo
graphically represented as a single set of coordi
nates in two or three dimensions. A line can represent 
either a single, straight-line segment, identified by the 
coordinates of the two end points, or a series of 
connected line segments to represent a curved line. A 
polygon is defined by a closed set of line segments 
and identifies the area contained within the defined 
outer boundary. 

Raster data most commonly refers to a set of data that 
has been defined in terms of a regular square or 
rectangular grid system that is tied to a geographical 
coordinate system. Each grid cell can have one or 
more characteristics assigned to it. As an example of 
a raster data set, Figure 6-6 illustrates land use 
information derived from a satellite that is represented 
as a raster database. Other methodologies for storing 
raster data include scan lines and other regular grid 
cell configurations. 

Figure 6-6. Regional Land Cover Characterization 
as a Raster Database (USGS, 1992). 

The third general type of GIS feature is the TIN 
structure. As the name implies, a TIN structure is 
composed of a series of irregularly-sized triangular 
cells. TIN is most frequently used as a mechanism for 
storing topographical information, though it can also 
be used to store other discrete or continuous spatial 
data fields. The applicability of the TIN structure for 
storing topographical information lies in the simple 
geometric axiom that three points define a plane, as 
illustrated in Figure 6-7. As shown, a continuous 
surface can be represented by a faceted set of triangles 
with the sides of triangles representing topographical 
elements such as streams, ridges, and drainage divides 
(Grayman et al., 1975). 

A Reference Guide for Utilities 

The resolution and accuracy of a TIN database 
generally depends upon the size of the triangles 
relative to the degree of detail in the surface being 
represented. Various mathematical techniques can be 
used to construct a TIN representation with the most 
commonly used method for constructing a TIN from a 
series of points known as Delaunay triangulation 
(named after a Russian mathematician who invented 
the procedure in 1934). 

Within a GIS, features are organized as separate layers 
in a manner analogous to the original concept 
developed by Ian McHarg over 35 years ago. When 
viewing GIS data, layers can be turned on or off or 
moved forward or backward in order to better under
stand or view the spatial relationships. 

6.2.2 Topology 
An important characteristic of GIS is the concept of 
topology. Topology may be described as the 
locational interrelationship between features. Terms 
such as adjacency, intersection, and connectivity are 
all topological characteristics that describe how 
individual features interact. When we look at a map, 
our eyes and mind construct the topological linkages 
between features. Observations such as the 
Mississippi River forming the boundary between 
Illinois and Missouri, the Monongahela River and 
Allegheny River intersecting to form the Ohio River, 
or that a highway intersection between Interstate 95 
and Interstate 10 is completely contained within the 
state of Florida are all statements of topology.  GIS 

Figure 6-7. Triangulation of Elevation (Z) Data. 
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constructs the topological relationship between 
individual features, and this capability is used in 
various analyses and modeling tasks. 

6.2.3 Map Projections, Datum, and Coordinate 
Systems 

Map projections, datum, and coordinate systems 
provide the mechanism for establishing a unique 
geographic location for a point on the earth’s surface. 
As scientists have known for centuries (or even 
millennia), the earth is approximately a spheroid, or 
in reality, an ellipsoid. However, when we are viewing 
maps or utilizing spatial data in a GIS, the earth is 
represented as a planar (flat) system. For maps or 
plans covering smaller areas, the distortion intro
duced by ignoring the curvature in the earth’s surface 
is generally insignificant.  However, for maps and 
plans covering larger areas, this distortion would be 
unacceptable. With the wide availability of regional 
or national GIS databases, the necessity for accurately 
determining coordinates is paramount. 

The mechanism for converting a location on the earth 
surface to a flat surface is performed using a map 
projection. A map projection is a mathematical 
relationship for performing this conversion.  There are 
many projections or relationships that can be used to 
make this conversion. Some of the more commonly 
used projections include: 

• State Plane Coordinates (SPC), 

• Universal Transverse Mercator (UTM), 

• Albers Equal Area, 

• Lambert Conformal Conic, and 

• Space Oblique Mercator. 

In each projection, the earth is divided into a series of 
zones. A best-fit, separate, planar coordinate system 
is established for each zone. When examining an area 
that straddles multiple zones, such as use of the SPC 
system with a metropolitan area that is in multiple 
states, coordinate conversions are needed in order to 
view the entire area in a single, consistent coordinate 
system. 

A final important issue in understanding projections 
and coordinate systems is the concept of a datum. 
Because of the complexity of the shape of the earth 
and the inability to exactly describe it mathemati
cally, the earth has been historically modeled by a 
best-fit ellipsoid. The parameters of that ellipsoid are 
defined by key datum points located on or in the 
earth. For many years, the North American Datum, 
developed in 1927 (NAD27) that uses a point on the 
earth’s surface in Meade’s Ranch, Kansas, as an 
anchor, was the major standard.  Most projections for 

North America used this datum. 

With improved mathematics and measurements of the 
earth, the North American Datum of 1983 (NAD83) 
was developed with a datum located within the earth. 
This has become the new standard for projections. As 
a result, a point having a particular coordinate using 
the NAD27 datum may be shifted by tens or hundreds 
of feet from a point with the same coordinate using 
the NAD83 datum. If this is not properly accounted 
for in a GIS system, a map that used the NAD27 datum 
would not properly overlay on a map using the 
NAD83 datum. There are several GIS utilities 
available that will properly convert datasets from one 
projection and datum into another, as well as some 
newer GIS programs that re-project datasets with 
different coordinate systems “on-the-fly.”  In either 
case, it is the responsibility of the GIS user to know 
the projection and datum associated with each data 
source and to make the appropriate definition. 

6.2.4 GIS Database Design 
GIS concepts and software provide an opportunity 
and a platform for utilizing spatial data. However, in 
order to effectively store, analyze, and display the 
data, they must be arranged in an organized manner. 
Factors that affect database design include: the goals 
of the GIS implementation, the short- and long-term 
plans for the GIS, the type and number of users for the 
particular application, any existing industry-wide 
standards, and other application-specific factors. 
Zeiler (1999) discusses the issues associated with 
database design. Various industry groups are attempt
ing to define generic data structures for a particular 
industry (such as the water utility industry) in order to 
facilitate data transfer and common usage of a GIS in 
that industry (Grise et al., 2000). 

6.2.5 Management of GIS 
In the early days of GIS development, the GIS was 
typically developed, managed, and used by a central 
core of a few people at a governmental or private 
organization. With the growth and acceptance of GIS, 
there are now frequently many GIS stations using a 
specific GIS at an agency, utility or consortium of 
utilities. Management of such a system and controls 
on the manner in which changes in the GIS are made 
are very important issues. 

GIS installations may be classified as a personal (or 
local) system or an enterprise system. In a personal 
system, the GIS is used and managed by an individual 
or a small group. On the other hand, an enterprise 
system may be used by dozens of users distributed 
throughout an agency and many locations. Though 
many of the management issues may be similar in 
these two scales of operation, the enterprise system 
presents a more challenging situation in terms of 
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managing the system. Issues such as personnel (user) 
assignment for changing data or backing up the 
system and interconnectivity between stations and 
users must be carefully spelled out in order to insure 
the integrity of the system. 

A common management model for large systems 
involving multiple users and locations is the combi
nation of a central enterprise GIS with multiple local 
GIS installations. A central core of managers, who 
control any modifications to the database and 
maintain its integrity, maintains the central system. 
Local stations can either access the enterprise system 
on a read-only basis or can download copies of all or 
part of the database for their local use and modifica
tion. Specific protocols are then used if changes 
made at the local level are to be incorporated into the 
enterprise system. These protocols may include 
assigned responsibility at the local level to selected 
layers within the enterprise system. This form of 
management is relatively common with a county-wide 
or multi-utility agency managing an enterprise GIS 
and a water utility maintaining responsibility for the 
water system layers within the GIS. 

6.3 Geospatial Data Management 
in the Water Industry 

Because of the spatial extent and nature of water 
supply systems, management of geospatial data is an 
important task. This is accomplished through a series 
of systems under the overall umbrella of SDMS used 
to collect, store, and employ these spatial data. In 
some cases, these various systems are integrated; in 
other cases, they are independent systems. 

6.3.1 CADD 
CADD systems have long served as the basis for 
designing water distribution systems and facilities 
and for managing maps of the water system. Most 
utilities and consulting engineers use commercial 
packages such as AutoCAD, Intergraph or 
MicroStation. The CADD system may be organized 
around a collection of maps or plans with a local 
coordinate system for each plan or may utilize a 
regional coordinate system such as SPC. Many water 
utilities use water distribution system models that are 
integrated with CADD packages. 

6.3.2 GIS 
GIS has made significant inroads in supplementing or 
replacing CADD packages at many water utilities. GIS 
capabilities to store, access and map data are leading 
to increased usage of GIS in areas such as planning, 
facilities management, and management of customer 
and water quality data. Some water utilities share a 
GIS database with other entities, such as city or 
county governments, and other utilities, such as gas, 

electric, and telephone. At many utilities, GIS 
technology has also subsumed the capabilities that 
were formerly classified as AM/FM systems. Simi
larly, GIS systems may include an LIS as a means of 
storing land property, parcel, and ownership informa
tion and geographic descriptions. DEMs are also a 
regular feature in GIS packages. They provide a 
mechanism for storing topographical information. In 
the past few years, integration of GIS with water 
distribution system models has been a significant area 
of research and development in the water industry. 

6.3.3 CIS 
CIS provides a mechanism for storing and using 
information on water consumption by customers. The 
geographic component in a CIS is an address and/or a 
geographic coordinate. AMR systems facilitate 
collection of consumption data that can be stored in 
databases. Standard GIS “address matching” capabili
ties facilitate conversion of addresses to geographic 
coordinates. A geographically enabled CIS provides 
an excellent mechanism for automatically recording 
current consumption data to be used in water distribu
tion system models. 

6.3.4 SCADA 
SCADA systems typically include capabilities to 
remotely access information on the state of the water 
system, to manually or automatically control compo
nents such as pumps and valves, and to store and 
display current or historical time-series data about 
system operation. A wide range of commercial 
SCADA hardware/software systems is available and 
can be tailored to the specific needs of the water 
utility. Each component that is referenced in a SCADA 
system can have a unique geographic identifier that 
can be used as a linkage to a GIS or other spatial data 
management systems. Research and development is 
underway related to integrating SCADA systems and 
hydraulic/water quality distribution system models so 
that these models can be used in real-time operation 
and emergencies. 

6.3.5 LIMS 
LIMS are computerized systems for managing samples 
in a laboratory.  Such systems typically include a 
mechanism for storing, managing, displaying, and 
tracking samples. Since the origin of a sample must 
be identified both spatially and temporally, this 
information provides a means of associating LIMS 
data with other spatial database management systems. 

6.3.6 Support Technology 
Other technological advances related to spatial 
database management that are used by water utilities 
include GPS and RDBMS. GPS is a widely used 
technology in surveying and can be used for tagging 
field data with a geographic coordinate. RDBMS is a 
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general methodology for efficiently storing informa
tion as a series of related 2-dimensional tables. Most 
modern database management systems associated 
with GIS, LIMS, and other systems utilize the RDBMS 
structure. 

6.4 Integration of Geospatial Data 
Management and Modeling 

The concept of integrating water distribution 
system modeling with geospatial database manage
ment systems has been evolving over the past 
quarter of a century and continues to be a major 
focus of development in the water industry today. 
Early water distribution system models were stand
alone entities. In the very early models, input was 
provided by punch cards and output was in the 
form of printed tabular information. This cumber
some I/O gave way to input via terminals in the 
1980s and GUIs in the 1990s. The 1990s also saw 
the first commercial integration of water distribu
tion system models with CADD followed by 
integration with GIS in the 2000s. 

The basis for integrating water distribution system 
models with geospatial data can be traced back to an 
early study that interfaced a planning level sewer 
design model with a TIN-based GIS called ADAPT 
(Areal Design And Planning Tool) (Grayman et. al., 
1975). This approach was called “geo-based model
ing” and was subsequently applied to various other 
water engineering situations such as hydrologic 
modeling (Males and Gates, 1979). In these systems, 
a geo-based network representing sewer lines or 
streams was integrated with GIS elevation, land use, 
and soil data. This network directly interfaced with 
design and simulation models. 

In the 1980s, the same geo-based modeling concept 
was applied to water distribution system analysis 
through a series of EPA research projects. The Water 
Supply Simulation Model (WSSM) integrated a geo
based, link-node system to several models including a 
hydraulic model, a steady-state water quality and cost 
allocation model, and various display and editing 
routines (Clark and Males, 1985). Subsequently, 
WSSM was expanded to include an interface to GIS 
files using AutoCAD. USGS digital line graph (DLG) 
files of road networks and DEMs were used within 
AutoCAD to create a detailed representation of the 
water distribution system. The resulting database was 
used to generate an input file for the Wadiso hydrau
lic model whose engine worked as a prototype for 
EPANET. 

In the past 10 years, commercial vendors of network 
modeling software working in conjunction with 
CADD and GIS vendors have led the integration of 

modeling software and spatial database technology. 
In the mid 1990s, hydraulic/water quality models 
were built to operate within AutoCAD.  More recently, 
commercial modeling systems have been released as a 
version that are fully integrated and operate within 
the GIS environment.  Commercial products include 
WaterGEMS (Haestad Methods/Bentley Systems) and 
InfoWater (MWHSoft). 

6.4.1 Model Integration Taxonomy 
The term “integration” can refer to a wide range of 
capabilities related to use of network models in 
conjunction with a spatial database system. Shamsi 
(2001) provides a taxonomy of three levels for model-
database integration. These are described as inter
change, interface, and integration. 

Interchange provides a mechanism for transferring 
data between a spatial database such as GIS and a 
model. With interchange, there is no direct linkage 
between the two systems.  Rather, they are run 
separately and information is extracted from one 
system and stored in an intermediate file that is 
subsequently accessed by the other system. In the 
direction of database to model, information stored in 
a GIS is used to generate a complete or partial dataset 
that is used as input to the model. In the other 
direction, output from a model is used as input into a 
GIS in order to display the results of the model 
application. Most commercial water distribution 
modeling packages can interchange data with CADD 
and GIS platforms. 

An interface involves a direct connection between the 
database and the model in order to transfer informa
tion in either direction. As is the case in interchange, 
the two systems still operate independently, but in 
this case, there is a direct linkage so that intermediate 
files are not necessary.  Protocols and structures must 
be established and compatible within the two systems 
in order to support this interface. Current trends are 
directed towards open architecture in which informa
tion on the data structures for models and GIS are 
designed to data structures. For example, H2OMap 
and WaterCAD are standalone software packages 
which can directly interface with data in CADD and 
GIS platforms. 

True integration is the most sophisticated of the three 
methods. Ideally, the two systems work together 
seamlessly as a single entity. In such integration, 
either the model can operate within the spatial 
database software or the spatial database capability 
can be part of the model. For example, WaterCAD and 
H2ONET software packages are integrated and 
operate within AutoCAD. InfoWater and WaterGEMS 
software packages are integrated to operate within 
ArcGIS. 
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6 links – 3 nodes 

Figure 6-8b. Typical Representation of a Pipe Section in a 
Network Model. 

6.4.2 Issues in Integrating GIS and Water 
Distribution System Models 

As an evolving technology, there are still issues in 
truly integrating GIS technology with water distribu
tion system models. These issues primarily revolve 
around the level of detail required in the two systems 
and the procedures for updating the model and the 
database. 

In most cases, a water utility GIS is used for many 
purposes including mapping, facility management, 
planning, and modeling support. As a result, there 
may be a great deal of detail in the GIS. For example, 
it may include hydrants, shutoff valves, water meters 
and household connections, air release valves, and 
other appurtenances. On the other hand, typically, 
water distribution system models do not explicitly 
include many of these components. This is shown 
graphically in Figure 6-8. In this case, only junction 
nodes and pipes are included in the model representa
tion. As a result, the GIS representation includes 17 
links and 11 nodes, and the model representation 
includes 6 links and 3 nodes. The disparity between 
the two representations can increase by another order 
of magnitude if water meters and customer connec
tions are included in the GIS. Various approaches are 
taken to deal with this situation. 

•	 A very detailed model is constructed that 
includes all of the elements in the GIS. This 
solution can result in a very large model with an 
excessive number of nodes and links. 

•	 The GIS representation goes through a 
consolidation (skeletonization) procedure to 
eliminate unneeded nodes and to aggregate the 
resulting links in order to construct the model 
representation. Though this results in a more 
appropriate model, it adds an intermediate step 
between the GIS and the model. Additionally, 
after the consolidation process, there is no 
longer a one-to-one correspondence between 
GIS and model features. This lack of 
correspondence leads to issues related to storing 
model output in the GIS and updating the model. 

•	 Multiple representations are maintained within 
the GIS for different uses. The detailed 
representation is the complete, base case and 
used for facility management while the 
skeletonized version is used for modeling. This 
approach has the limitation that requires 
changes in information to be made in multiple 
databases. 

•	 The basic link-node network (as used in the 
model) is maintained as the base case in the GIS 
and associates other components (such as 
hydrants) with links rather than structurally 
embedding them in the network. 
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17 links – 11 nodes 

Figure 6-8a. Typical Representation of a Pipe Section in GIS. 

In any of the options described above, procedures for 
updating the GIS are essential. There are many issues 
associated with GIS updating such as authorization of 
specific users to make changes, nature of the changes 
as permanent or part of a ‘what-if’ modeling scenario, 
and frequency of replication of the two databases if 
separate model and GIS files are maintained. All of 
these should be carefully spelled out prior to design
ing and implementing a GIS. 

6.5 Use of GIS in Water Utilities 
Case Studies 

This section presents the potential uses of GIS in the 
water utility industry. Case studies from the Las Vegas 
Valley Water District (LVVWD) and Denver Water are 
presented. 

6.5.1 Use of GIS at LVVWD 
Between 1989 and 2004, Las Vegas grew faster than 
any other metropolitan area in the U.S. As a result, 
LVVWD has more than doubled its service area 
population during this period. In 1989, the service 
area population was 558,000 and in 2004 it rose to 
1,209,000, representing an increase of 651,000 people 
serviced by LVVWD (Jacobsen and Kamojjala, 2005). 
Figure 6-9 is a GIS representation of the LVVWD 
distribution system growth between 1989 and 2004. 

To address a variety of issues related to this rapid 
growth, LVVWD integrated the functions of master 
planning, operational planning, and development 
review by integrating its GIS data with modeling, 
SCADA, and enterprise data (such as CIS, AM/FM and 
LIMS). Figure 6-10 presents the conceptual relation
ship model of these functions and potential integra
tion benefits (Jacobsen et al., 2005). 

During the process of integration, LVVWD developed 
a one-to-one relationship between the GIS spatial data 
and its network model (Jacobsen and Kamojjala, 
2005). An example of this one-to-one relationship is 
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Figure 6-10. Conceptual Relationship Model for 
Integration. 

shown in Figure 6-11. Depending on the size of the 
network, developing such a relationship and subse
quent data integration has both advantages and 

Figure 6-9. LVVWD Distribution System Growth. disadvantages. 

ID 286814 

Figure 6-11. One-to-One Relationship Between GIS and Network Modeling Data. 
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The advantages include ease of search and retrieval 
with other data/applications, and ease of importation, 
development, and maintenance. For a large network 
model, the disadvantages include an increase in the 
runtime of the network model due to the addition of 
detailed components and relatively slow water quality 
simulations. To minimize this, LVVWD has taken an 
“all-pipes capable” approach where the distribution 
system is divided according to existing pressure zones 
and attached to an operational backbone network 
(skeletonized). Each of the zone models can be 
attached seamlessly to the backbone network for 
detailed hydraulic and water quality modeling. 
Examples of how GIS data are used by LVVWD on a 
day-to-day basis are presented below. 

6.5.1.1 Pressure Complaint Resolution 
Once a pressure complaint is received from a cus
tomer, the GIS data is searched for parcel and account 
information, together with modeled and measured 
pressure data in the vicinity of the complaint. Figure 
6-12 shows an example search window. Depending on 
the results of the analyses, a crew may be dispatched 
to trace field pressures and abnormal conditions from 
the water supply source to the customer location, and 
to install hydrant pressure recorders to capture 
dynamic variations. Upon retrieval of field informa
tion, model and field results are compared to identify 
possible problems. Figures 6-13 and 6-14 present 

examples resulting from this search (Jacobsen and 
Kamojjala, 2005). 

6.5.1.2 Water Main Break Analysis 
During a water main break, it is critical to quickly 
identify the distribution system valves that must be 
closed in order to minimize water loss, potential 
flooding, or possible contamination. Repairs must be 
performed quickly so that service can be resumed. 
Figure 6-15 illustrates the procedure for rapidly 
identifying the valves to be isolated utilizing the GIS 
and modeling tools. A list of affected customers is 
generated for appropriate notification (Figure 6-16). 
An analysis is performed to evaluate the impact on 
existing services. Figure 6-17 shows a comparison of 
pressures after a shutdown and identifies a lower-
pressure area after the shutdown. Response to 
emergencies, such as main breaks, can be provided 
quickly and accurately using integrated GIS tools 
(Jacobsen and Kamojjala, 2005). 

6.5.2 Geo-coding for Demand Forecasting and 
Allocation at Denver Water 

Between January 1997 and December 2000, Denver 
Water conducted a treated water study to evaluate the 
transmission, pumping and storage system for 
capacity and the need for new facilities for capital 
planning and operations. Denver Water made 
extensive use of GIS tools for demand forecasting and 

Figure 6-12. Pressure Complaint Resolution – GIS Parcel/Account Search Window. 
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Parcel/Account Information 

Select Hydrant for 
Pressure Measurements 

Figure 6-13. Pressure Complaint Resolution – Parcel and Hydrant Location. 

Modeled and Measured Pressures at Hydrant 

As-Built Pipes in Model 

Figure 6-14. Pressure Complaint Resolution – Model and Field Pressure Comparison. 
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Figure 6-15. Water Main Break Analysis – Valve Isolation. 

Affected Accounts 

Figure 6-16. Water Main Break Analysis – Impacted Customer List. 
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Before Shutdown 

After Shutdown 

Figure 6-17. Water Main Break Analysis – Comparison of Junction Pressures - Before and After Shutdown. 
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allocation as part of this analysis. Specifically, 
existing demands were spatially allocated using 
address geo-coding (Strasser et al., 2000). 

Denver Water has been a completely metered 
system since 1992. Historic consumption data is 
available from 1993 to the present. Consumption 
data was extracted from the billing system, and 
imported into an MS Access database for use in 
various tasks including the treated water study. 
The extracted data included both customer address 
and customer class information (e.g., single family, 
multi-family, commercial, industrial, and public). 
The customer class information allowed the 
demand information to be aggregated by customer 
class. Because the service area was large (over 250 
square miles), it was important to identify the 
location of the consumption demand points. This 
is where the use of GIS became very important 
(Strasser et al., 2000). 

Denver Water used the “address geo-coding” feature 
available within ArcInfo which allowed for each 
customer or demand point to be identified on a base 
map. Using this process, a dot is placed on the base 
map representing each customer that could be 
positively geo-coded. The match rate was over 93 
percent. Those accounts that could not be geo-coded, 
mostly large accounts representing master meter 
accounts, and wholesale customers, were entered in 
the system manually.  Results from the geo-coding 
process for one pressure zone are illustrated in Figure 
6-18. A quality control check was performed on the 
results of this geo-coding process by reconciling 
consumer demands with Denver Water’s annual 
statistical report (Strasser et al., 2000). 
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6.6 Summary 
Use and management of geospatial data is an impor
tant aspect of the design and operation of water 
systems. This can be accomplished through a range of 
systems under the overall umbrella of SDMS utilized 
to collect, store, and use the spatial data. This 
umbrella covers not only the broad topics of GIS and 
CADD that are widely recognized as geospatial data 
systems, but also systems such as SCADA and LIMS 
that have a spatial component associated with all 
data. 

The area of spatial database management is continu
ing to evolve within the water industry.  Just as the 
capabilities of the various individual components 
within the SDMS umbrella continue to expand, the 
integration of the various systems is an active area of 
development.  Water distribution system analysis is a 
significant beneficiary of these improvements and 
integration. As a result, models can be built more 
quickly and in greater detail. Information on facili
ties and demands can be routinely updated. The 
results of a model application can be rapidly dis
played and viewed along with other spatial data. The 
prospect of real-time application of models to assist in 
system operation under routine conditions or under 
emergency conditions is getting closer. 

Figure 6-18. GIS Geo-coding - Metered Sales Demand 
Allocation Procedure. 
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Chapter 7 
Real-World Applications – 
Planning, Analysis, and Modeling Case Studies 
The previous chapters of this reference guide show
cased several tools for analyzing water quality in 
drinking water distribution systems. Some of these 
chapters also have relevant case studies that relate to 
the individual topic of discussion for that chapter. 
This chapter focuses on the broader application of 
multiple tools to analyze real-world situations. The 
types of applications presented here include: recon
struction of historical contamination events, analysis 
of waterborne outbreaks of infectious diseases, 
regulatory compliance, monitoring systems location, 
and security.  Each real-world application is presented 
as an individual case study and the portions related to 
water quality and analysis have been highlighted 
along with some specifics on techniques used in the 
analysis. 

7.1 Analysis of Waterborne 
Outbreak – Gideon, Missouri 

This case study is focused on evaluating the distribu
tion of microbiologically contaminated water in a 
distribution system.  The supporting investigations 
for this case study were primarily sponsored by the 
EPA, CDC, and the State of Missouri. 

Key Phrases to Characterize Case Study: water 
borne outbreak analysis, salmonella, tank contamina
tion, hydraulic and water quality modeling, exposure 
modeling, contamination assessment, and flushing. 

7.1.1 Gideon Case Study Overview 
From November 1993 through January 1994, the 
Missouri Department of Health (MDOH) had identi
fied 31 cases of laboratory-confirmed salmonellosis 
infections associated with a waterborne outbreak in 
Gideon, Missouri (Clark et al., 1996). The State 
Public Health Laboratories identified 21 of these 
isolates as dulcitol negative Salmonella serovar 
Typhimurium. Salmonella is a pathogenic bacterium 
that has been classified into several serotypes 
(common set of antigens). Salmonella serovar 
Typhimurium is among the most common Salmonella 
serovars causing salmonellosis in the U. S. Fifteen of 
the 31 laboratory culture-confirmed patients were 
hospitalized (including two patients hospitalized for 
other causes and who developed diarrhea while in the 
hospital). These 15 patients were admitted to 10 
different hospitals. Seven nursing home residents 
exhibiting diarrheal illness died; four of these 
patients were culture confirmed (the other three were 
not cultured). Two of the patients had positive blood 

cultures. Interviews conducted by the MDOH during 
this period suggested that there were no food expo
sures common to a majority of the patients. However, 
all of the ill persons, including the culture-confirmed 
patients, had consumed municipal water which 
supported the association. The MDOH reported their 
suspicion to the Missouri Department of Natural 
Resources (MDNR). 

7.1.2 The Gideon Water System Setup 
The Gideon municipal water system was originally 
constructed in the mid-1930s and obtained water from 
two adjacent, 1,300 ft deep wells. The well waters 
were not disinfected at the time of the outbreak. After 
the outbreak emergency, chlorination was initiated, 
and later a permanent chlorination system was 
installed. The distribution system consisted primarily 
of small-diameter (2-, 4-, and 6-inch) unlined, steel 
and cast iron pipe. Tuberculation and corrosion were 
major problems in the distribution pipes. Raw water 
temperatures were unusually high for a groundwater 
supply system (58°F), because the system overlies a 
geologically active fault. Under low flow or static 
conditions, the water pressure was close to 50 psi. 
However, under high flow or flushing conditions the 
pressure dropped dramatically.  These sharp pressure 
drops were evidence of major problems in the Gideon 
distribution system. The municipal system had two 
elevated tanks. One tank was a 50,000 gallon (gal) 
tank (referred to as small tank) and the other was a 
100,000 gal tank (referred to as large tank). 

Initially, another 100,000 gal privately owned tank 
was suspected to be the cause of the outbreak (as it 
was in a state of disrepair) and connected to the city 
water system.  However, subsequent investigations 
revealed that this private tank was connected via a 
backflow prevention valve to the city water system 
that was later confirmed to be functional. Further
more, the Salmonella found in a sample collected at a 
hydrant matched the serovar of the patient isolate 
when analyzed by the CDC laboratory (comparing 
deoxyribonucleic acid [DNA] fragments using pulse 
field gel electrophoresis). Although the samples from 
the private tank sediment also contained Salmonella 
serovar Typhimurium dulcitol negative organisms, the 
isolate did not provide an exact DNA match with the 
other two isolates. No Salmonella isolates were found 
elsewhere in the system. Therefore, the subsequent 
EPA field investigations and modeling efforts focused 
on the two municipal tanks as the source of contami
nation. 
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7.1.3 EPA Field Study 
On January 14, 1994, an EPA field team, in conjunc
tion with the CDC and the State of Missouri, initiated 
a field investigation that included a sanitary survey 
and microbiological analyses of samples collected on 
site. A system evaluation was also conducted in 
which EPANET was used to develop various scenarios 
to explain possible contaminant transport in the 
Gideon system. Prior to the Gideon outbreak, a 
similar waterborne disease outbreak in Cabool, 
Missouri, and subsequent advancements in water 
quality modeling firmly established the use of water 
quality models to analyze such events. 

The key analysis was focused on a flushing program 
conducted earlier by the utility in response to taste 
and odor complaints. A sequential flushing program 
was conducted on November 10, 1993, involving all 
50 hydrants in the system. The flushing program was 
started in the morning and continued through the 
entire day.  Each hydrant was flushed for 15 minutes 
at an approximate rate of 750 gallons per minute 
(gpm). It was observed that the pump at one of the 
wells was operating at full capacity during the 
flushing program (approximately 12 hours), which 
would indicate that the municipal tanks were dis
charging during this period. 

During the evaluation, it was hypothesized that the 
taste and odor problems may have resulted from a 
thermal inversion that had taken place due to a sharp 
temperature drop prior to the day of the complaint. If 
stagnant or contaminated water were floating on the 
top of a tank, a thermal inversion could have caused 
this water to be mixed throughout the tank and to be 
discharged into the system resulting in taste and odor 
complaints (Fennel et al., 1974). As a consequence, 
the utility initiated the aforementioned city-wide 
flushing program. Turbulence in the tank from the 
flushing program could have stirred up the tank 
sediments that were subsequently transported into the 
distribution system. It is likely that the bulk water 
and/or the sediments were contaminated with Salmo
nella serovar Typhimurium. During the EPA field 
visit, a large number of pigeons (bird droppings are 
known to contain Salmonella) were observed roosting 
on the roof of the 100,000 gal municipal tank. 

7.1.4 Distribution System Evaluation 
The EPA study team evaluated the effects of distribu
tion system design and operation, demand, and 
hydraulic characteristics on the possible propagation 
of contaminants in the system. Given the evidence 
from the lab samples and the results from the valve 
inspection of the private tank, it was concluded that 
the most likely contamination source was bird 
droppings in the large municipal tank. Therefore, the 
analysis concentrated on propagation of water from 

In 1991, a joint workshop sponsored by the EPA and 
AwwaRF recommended the application of water quality 
modeling techniques to evaluate waterborne disease 
outbreaks. The first opportunity to attempt this type of 
application arose as a result of an outbreak that occurred 
between December 15, 1989, and January 20, 1990, in 
Cabool, Missouri, population 2,090 (Geldreich et al., 
1992). During the outbreak, residents and visitors to 
Cabool experienced 243 cases of diarrhea (85 bloody) 
and six deaths. The illness and deaths were attributed to 
the pathogenic agent E. coli. serotype O157:H7. At the 
time of the outbreak, the water source was untreated 
groundwater.  Shortly after the outbreak was identified, 
EPA was invited to send a team to conduct a research 
study with the goal of determining the underlying cause 
of the outbreak. 

Exceptionally cold weather prior to the outbreak 
contributed to two major water system line breaks and 43 
water meter replacements throughout the city area. The 
sewage collection lines in Cabool were located (for the 
most part) away from the drinking water distribution 
lines but did cross or were near to water lines in several 
locations. At the time of the outbreak, stormwater 
drained via open ditches along the sides of the streets 
and roads. During heavy rainfalls, sewage was observed 
to overflow manhole covers, and to overflow streets in 
several locations, parking lots and residential founda
tions. 

The Dynamic Water Quality Model (DWQM), developed 
by EPA, was applied to examine the movement of water 
and contaminants in the system (Grayman et al., 1988). 
Steady-state scenarios were examined, and a dynamic 
analysis of the movement of water and contaminants 
associated with meter replacement and the line breaks 
was conducted.  Typical demand patterns were developed 
from available meter usage for each service connection, 
and it was found that the water demand was 65 percent of 
the average well production, indicating inaccurate 
meters, un-metered uses, and a high water loss in the 
system. 

The modeling effort revealed the pattern of illness 
occurrence was consistent with water movement patterns 
in the distribution system assuming two water line 
breaks. It was concluded that some disturbance in the 
system, possibly the two line breaks or 43 meter replace
ments, allowed contamination to enter the water system. 
Analysis showed the simulated contaminant movement 
covered 85 percent of the infected population. 

The application of DWQM proved to be a vital step in 
completing the analysis of the outbreak. The next 
opportunity to apply water modeling techniques oc
curred in 1994 as a result of a waterborne outbreak in 
Gideon, Missouri (Clark et al., 1996). In the intervening 
period, EPA had developed EPANET and Gideon 
provided an opportunity to test its application. 
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the large municipal tank in conjunction with the 
flushing program. Other possible sources of contami
nation, such as cross connections were also studied. 

The system layout, demand information, pump 
characteristic curves, tank geometry, flushing pro
gram, and other information needed for the modeling 
effort were obtained from maps and demographic 
information and numerous discussions with consult
ing engineers and city and MDNR officials.  EPANET 
was used to conduct the contaminant propagation 
study (Rossman et al., 1994). 

The EPANET network model was calibrated by 
simulating flushing at the hydrants assuming a 
discharge of 750 gpm for 15 minutes. The “C” factors 
(pipe roughness – see Chapter 4) were adjusted until 
the head loss in the model matched head losses 
observed in the field. After the calibration, the 
hydraulic model was simulated for 48 hours. Thereaf
ter, the flushing program was simulated starting at 8 a.m. 
on day 3, by sequentially imposing a 750 gpm 
demand on each hydrant for 15 minutes. Utilizing the 
TRACE option in EPANET, the percentages of water 
from both municipal tanks were calculated at each 
node over a period of 72 hours. 

During the simulation of the flushing program, the 
pump at one of the wells was operated (as previ
ously observed) at full capacity, which was over 
800 gpm, and then reverted to cyclic operation. 
The simulation results showed that the tank 
elevation fluctuated for both municipal tanks, and 
both the tanks discharged during the flushing 
program. At the end of the flushing period, nearly 
25 percent of the water from the large municipal 
tank passed through the small municipal tank 
where it was again discharged into the system. The 
model predicted dramatic pressure drops during the 
flushing program. Based on the information 
available, it was felt that these modeling results 
replicated the conditions that existed during the 
flushing program closely enough to provide a basis 
for an analysis of water movement in the system. 

Data from the simulation study, the microbiological 
surveillance data, and the outbreak data were utilized 
to provide insight into the nature of both general 
contamination problems in the system and the 
outbreak itself. The water movement patterns showed 
the majority of the collected samples that were total 
coliform and fecal coliform (FC)-positive occurred at 
points within the zone of influence of the small and 
large tanks. During both the flushing program and for 
large parts of normal operation, these areas were 
predominately served by tank water, which confirmed 
the belief that the tanks are the source of the fecal 
contamination since there were positive FC samples 
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prior to chlorination. Figure 7-1 shows the compari
son of early confirmed cases of Salmonella positive 
sample versus the estimated distribution of tank water 
during the first six hours of the flushing program. 

Figure 7-1. Comparison of Early Confirmed Cases of 
Salmonella Positive Sample Versus the Estimated 
Distribution of Tank Water During the First 6 Hours 
of the Flushing Program. 

20% or more of Small Tank water 

20% or more of Large Tank water 

Gideon Schools – reflects increase in absentee level 

Hydrant with confirmed Salmonella 

Residences with confirmed case 

Homes called as part of CDC survey 

7.1.5 Case Study Summary and Conclusions 
Data from the CDC survey of the outbreak, in combi
nation with the EPANET simulated water movement, 
were utilized to establish the possible source of 
contamination. An overlay of the CDC data on the 
water movement simulations showed that the areas 
served by the small and large tanks (during the first 
six hours of the flushing period) coincided with the 
earliest recorded infectious cases. Furthermore, the 
earliest recorded cases and the positive Salmonella 
hydrant sample were found in the area that was 
primarily served by the large tank, but outside the 
small tank’s area of influence. 

The investigators concluded that during the first six 
hours of the flushing period, the water that reached an 
infected resident and the Gideon School (the earliest 
reported infections) was almost totally from the large 
tank. Based on the results of the study, it appeared 
that the contamination had been occurring over a 
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period of time, which is consistent with the possibil
ity of bird contamination. It is likely that the con
taminant was pulled through the system during the 
flushing program. The application of EPANET to the 
outbreak proved to be a vital part of the study. 

7.2 Reconstructing Historical 
Contamination Events - Dover 
Township (Toms River), NJ 

This case study is focused on evaluating the distribu
tion of chemically contaminated source water in a 
distribution system.  The supporting investigations 
for this case study were primarily sponsored by the 
ATSDR.  The investigations involved several other 
organizations. The major contributors included the 
New Jersey Department of Health and Senior Services 
(NJDHSS), the Multimedia Environmental Simula
tions Laboratory at the Georgia Institute of Technol
ogy, EPA’s National Risk Management Research 
Laboratory, and the U.S. Geological Survey. 

Key Phrases to Characterize Case Study: historical 
reconstruction, hydraulic and water quality modeling, 
exposure modeling, contamination assessment, source 
tracing, source contribution, model calibration, 
sensitivity analysis, genetic algorithm. 

7.2.1 Case Study Overview 
In August 1995, responding to an evaluation re
quested by the ATSDR, the New Jersey Department of 
Health (now NJDHSS) determined that the childhood 
cancer incidence rate in Dover Township (and the 
Toms River section) was higher than expected for all 
malignant cancers combined (brain and central 
nervous system cancer, and leukemia, Berry, 1995).  In 
March 1996, NJDHSS and ATSDR developed a Public 
Health Response Plan (PHRP) describing actions 
these agencies would take to investigate the unex
pected increase in childhood cancers and environmen
tal concerns in Dover Township (NJDHSS and 
ATSDR, 1996).  The PHRP included a list of several 
evaluations. One of the key evaluations was to 
identify potential environmental exposure pathways 
relative to two National Priorities List (NPL) sites in 
Dover Township (Figure 7-2) – Ciba-Geigy and Reich 
Farm. Figure 7-2 also shows the two public water 
supply well fields (Parkway and Holly) that were 
identified as potential routes of exposure. These well 
fields are not only located in the vicinity of the 
aforementioned NPL sites, but are also in areas where 
the statistically higher childhood cancer rates were 
established. 

The ensuing evaluations revealed the presence of a 
previously unidentified compound, styrene acryloni
trile (SAN), in the groundwater from the Parkway well-
field that could be traced to the Reich Farm NPL site. 

Figure 7-2. Investigation Area, Dover Township, Ocean 
County, NJ (modified from Maslia et al., 2001). 

Similarly, a search of historical records revealed 
contamination (primarily semivolatile organics 
[SVOCs]) of the Holly well fields that could be 
traced to the Ciba-Geigy NPL site. Furthermore, 
one of the hypotheses for the epidemiologic case-
control study was that the higher cancer incident 
rate was related to the higher exposure to public 
water supplies with documented contamination (the 
Parkway and Holly well fields).  To assist NJDHSS 
with the contaminated drinking water exposure 
assessment component of the epidemiologic study, 
ATSDR developed a water distribution model for 
the study area using the EPANET software.  This 
network model was used to simulate historical 
characteristics of the water distribution system 
serving Dover Township from 1962–1996.  Because 
there was a lack of historical contaminant-specific 
data during most of the period relevant to the 
epidemiologic study, the modeling effort focused 
on estimating the percentage of water that a study 
subject might have received from each well that 
supplied water to the impacted area. The following 
subsections present a brief overview of the water 
distribution modeling effort (both hydraulic and 
water quality) followed by a summary of findings 
and conclusions. 
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Prior to the ATSDR’s analysis of well field contamina
tion in Dover Township and the potential linkages to 
childhood diseases, another study in Woburn, Massa
chusetts, heralded the era of such analyses. Though 
both the model and graphical presentations are primi
tive by today’s standards, they were effective in provid
ing a quantitative basis for assessing the spread of 
contaminants in the distribution system. The following 
is a brief description of the Woburn analysis. 

In May 1979, the Massachusetts Department of Environ
mental Quality Engineering discovered that two wells 
(Wells G & H in the B Zone – See Figure 7-3) in 
Woburn, Massachusetts were contaminated with toxic 
chemicals. Subsequent analysis showed that parts of the 
city experienced elevated levels of childhood leukemia 
and other illnesses attributed to drinking water derived 
from these wells. This event resulted in legal action, a 
diverse set of scientific studies that are still ongoing, 
and the publication of a book entitled A Civil Action 
(Harr, 1995).  Early steady-state distribution system 
hydraulic and water quality models were also used as a 
means to track the movement of the contaminated water 
in the distribution system under a range of operating 
and demand conditions (Murphy, 1986). The accompa
nying figure is one example of a plot resulting from this 
early modeling effort. As shown in Figure 7-3, based on 
the modeling, the city was divided into three zones for 
each scenario – the A zone that received no water from 
the contaminated wells, the B zone that received all of 
its water from the contaminated wells, and the C zone 
that received some of its water from the contaminated 
wells. 

Figure 7-3. Distribution System Zones – Woburn, MA 
(May 1969). 

A Reference Guide for Utilities 

7.2.2 Overall Modeling Approach 
Because of the lack of historical hydraulic and water 
quality information, the water distribution system was 
characterized using data gathered during an extensive 
field investigation in 1998.  The 1998 field investiga
tion consisted of two components: (1) determining 
spatial locations of distribution system facilities 
(wells, tanks, pump, and hydrants) and (2) equipping 
hydrants with continuous-recording digital data 
loggers and monitoring supply sources (wells, pumps, 
and tanks) to measure system responses during winter 
demand (March) and summer demand (August) 
periods. Twenty-five hydrants located throughout the 
distribution system were equipped with data loggers 
to simultaneously collect information on system 
response (Maslia et al., 2000). The collected response 
data included on-off cycling of groundwater wells, 
high service and booster pump operations, pressure 
variations, storage tank water-level fluctuations, and 
total production. 

A detailed “all-pipe” hydraulic network model was 
developed and calibrated to present-day conditions 
(1998) using the field investigation results.  The 
reliability of the calibrated model was successfully 
demonstrated through a water quality simulation of 
the transport of a naturally occurring conservative 
element (barium) and a comparison of the results with 
data collected in March and April 1996 at 21 schools 
and 6 points of entry to the water distribution system. 
Thereafter, to describe the historical distribution 
system networks specific to the Dover Township area, 
databases were developed from diverse sources of 
information. These data sources included water utility 
pipeline installation records, quarterly billing records, 
NJDHSS groundwater well records, and annual water 
utility reports to the state board of public utilities. 
These data were applied to EPANET and simulations 
were conducted for each month of the historical 
period—January 1962 through December 1996 (420 
simulations). After completing those 35-year/420
month analyses, source-trace analysis simulations 
were conducted to determine the percentage of water 
contributed by each well or well field operating 
during each month for all study subject locations. 

A review of the historical network configuration 
revealed that the water distribution system complex
ity increased significantly during this period. The 
model inputs were appropriately adjusted to account 
for these historical changes. For example, the 1962 
water distribution system was represented with an 
approximate peak production of 1.3 million 
gallons per day (MGD) produced from three wells that 
served nearly 4,300 customers (population ~17,200). 
By contrast, in 1996, the water distribution system 
had an approximate peak production of 13.9 MGD 
produced from 20 wells that served nearly 44,000 
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customers (population ~ 89,300). Appropriate 
adjustments were made to modeled pipe segments, 
storage reservoirs, and operational details.  Grayman et 
al. (2004) present a more detailed 
account of the EPANET model 
input adjustments. Produc
tion data for the 420
month historical 
period is graphi
cally represented 
in Figure 7-4. 

Figure 7-4. Three-Dimensional Representation of Monthly 
Production of Water, Dover Township Area, NJ (from 
Maslia et al., 2001). 

To perform an extended period simulation (EPS) of 
the distribution of water for each of the 420 months of 
the historical period, information was required on 
network configuration, demand, and operational data. 
However, operational data prior to 1978 were unavail
able, requiring the development of system operation 
parameters—designated as “master operating criteria 
(MOC).” The MOC is based on hydraulic engineering 
principles necessary to successfully operate distribu
tion systems similar to the one serving the Dover 
Township area (Table 7-1). From 1978 forward, for 
selected years, operators of the water utility provided 
information on the generalized operating practices for 
a typical peak-demand (summer) and non-peak 
demand (fall) day. These guidelines were used in 
conjunction with the MOC to simulate a typical 24
hour daily operation of the water distribution system 
for each month of the historical period. 

The model parameter of interest from the epidemio
logic study perspective was the proportionate 
contribution of water from wells and well fields to 
locations throughout the historical pipeline networks. 
Thus, the distribution of water delivered to pipeline 
locations was the item of interest rather than the 
specific operations of the wells, storage tanks, and 
pumps (WSTP) that delivered the water.  Normally, 
detailed WSTP operational inputs would be required 
for EPANET simulation.  However, to simplify the 
simulation methodology and reduce data require

ments, a “supply-node-link” (SNL) method of 
idealizing the WSTP combination was developed. In 
the SNL simulation method, an equivalent amount of 
water is supplied to the distribution system (based on 
estimated monthly demands and the typical daily 
operation of the systems). To demonstrate that the 
surrogate SNL simulation method supplies the 
distribution system with an equivalent amount of 
water when compared to the real-world WSTP 
simulation method, both simulation methods were 
applied to the present-day (1998) water distribution 
system for conditions existing in August 1998.  The 
results obtained from these simulations produced 
nearly identical flows in the modeled system. 

7.2.3 Simulation Techniques 
Using the EPANET network model developed for the 
Dover Township area, hydraulic modeling was 
conducted whereby average network conditions were 
simulated for every month of the historical period 

Table 7-1. Master Operating Criteria Used to Develop 
Operating Schedules for the Historical Water Distribution 
System, Dover Township Area, NJ (from Maslia et al., 
2001) 

Parameter Criteria 

Pressure1 Minimum of 15 psi; maximum of 110 
psi at pipeline locations, including 
network end points 

Water level Minimum of 3 ft above bottom 
elevation of tank; maximum equal to 
elevation of top of tank; ending 
water level should equal the starting 
water level 

Hydraulic device 
on-line date 

June 1 of year installed to meet 
maximum-demand conditions 

On-and-off cycling: 
Manual operation 

Wells and high-service and booster 
pumps cannot be cycled on-and-off 
from 2200 to 0600 hours 

On-and-off cycling: 
Automatic 
operation 

Wells and high-service and booster 
pumps can be cycled on-and-off at 
any hour 

Operating hours Wells should be operated 
continuously for the total number of 
production hours, based on 
production data2 

1Generally, for residential demand, minimum recommended 
pressure is about 20 psi. However, for some locations in 
the Dover Township area (mostly in areas near the end of 
distribution lines), lower pressures were simulated. 
2See Maslia et al. (2001) for production data (Appendix B) 
and hours of operation (Appendix D) 
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(420 simulations). These simulations were completed 
under balanced flow conditions that utilized hydrau
lic engineering principles and conformed to the MOC 
(Table 7-1).  Thereafter, using the results of the 
monthly network hydraulic simulations, water quality 
simulations (source-trace analysis) were conducted for 
each water source (point of entry) of the network in 
order to determine the monthly proportionate 
contribution of source water at all locations in the 
Dover Township area serviced by the water distribu
tion system. 

EPANET is a dynamic water quality model that has 
the ability to compute the percentage of water 
reaching any point in the distribution system over 
time from a specified location (source) in the 
network.  To estimate this proportionate contribu
tion of water, a source location is assigned a value 
of 100 percent. The resulting solution provided by 
the water quality simulator in EPANET then 
becomes the percentage of flow at any location in 
the distribution system network (for example, a 
demand node) contributed by the source location of 
interest. For the purposes of this analysis, a source-
trace analysis was conducted for every month of the 
historical period. Source nodes were assigned a 
value of 100 percent in order to estimate the 
proportionate contribution of water to locations in 
the historical distribution system networks. These 
initial conditions were fully propagated through 
most of the distribution system before retrieving 
the proportionate contribution results (Maslia et al., 
2000). Accordingly, for each monthly historical 
network model, 24-hour demand and operational 
patterns were defined and these patterns were 
repeated for approximately 1,200 hours to reach a 
state of stationary water-quality dynamics (dynamic 
equilibrium). For most of the analyses, hydraulic 
time steps of 1 hour and water-quality time steps of 
5 minutes were used within EPANET.  For some 
monthly simulations, the water-quality time steps 
were reduced to 1 minute to ensure that the mass 
balance summed to ~100 percent (range of 98 to 
101 percent due to numerical approximations). 

With respect to the scheduling of groundwater well 
operations, the EPANET model was set to utilize 
pattern factors corresponding to the hourly operations 
of supply wells. These pattern factors along with the 
operational extremes of storage tank water levels were 
manually adjusted during each of the 420 monthly 
network simulations to achieve balanced flow 
conditions. This approach to simulation was desig
nated as the manual adjustment process. A second 
simulation approach designated as the genetic 
algorithm (GA) approach was also utilized to achieve 
balanced flow conditions for each of the 420 monthly 
networks of the historical period. This approach 
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required the development of an innovative methodol
ogy known as the progressive optimality genetic 
algorithm (POGA), which is an automated objective 
simulation technique (Aral et al., 2004a, b). The GA 
simulations utilized the balanced flow conditions 
obtained by the manual adjustment process as starting 
conditions. The GA technique was used to address 
the following key questions: 

•	 If a balanced flow operating condition was 
achieved using the manual adjustment process, 
was the resulting operating condition the only 
way the system could have been successfully 
operated? 

•	 Could alternative or additional operating 
conditions be defined such that system 
operations would also be satisfactory or even 
optimal? 

Thus, the POGA methodology was used in conjunc
tion with EPANET to simulate alternative and 
possibly optimal water distribution system operations 
and to assess the effects of variations in system 
operations on the results of the proportionate contri
bution simulations. 

7.2.4 Simulation Results and Conclusions 
Figure 7-5 shows the aerial distribution of simulated 
proportionate contribution results for all model nodes 
(pipeline junctions) for the month of July 1988, using 
the Parkway well field as the point of entry (source 
point). The simulated proportionate contribution 
results are divided into six intervals (1 to 10 percent, 
10 to 25 percent, 25 to 50 percent, 50 to 75 percent, 
75 to 90 percent, and 90 to 100 percent) and a color is 
assigned to all nodes within each interval (results are 
not shown for negligible proportionate contributions 
of less than 1 percent). 

Simulated proportionate contribution results can also 
be viewed in terms of selected pipeline locations and 
the combination of wells or well fields that contribute 
water to that location. Five geographically distinct 
pipeline locations are selected from the historical 
networks to represent the spatial distribution of 
proportionate contribution results. These locations 
are identified on Figure 7-5 as locations A, B, C, D, 
and E. The simulated proportionate contribution of 
water for July 1988 corresponding to each pipeline 
location is shown graphically on Figure 7-6. The 
simulation results demonstrated that the contribution 
of water from wells and well fields varied by time and 
location. However, the results also showed that certain 
wells provided the predominant amount of water to 
locations throughout the Dover Township area. 
Additionally, although the pattern factors for some 
hours of operations showed marked differences, the 
simulated proportionate contributions of water using 
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Figure 7-5. Areal Distribution of Simulated Proportionate 
Contribution of Water from the Parkway Wells (22, 23, 24, 
26, 28, 29) to Locations in the Dover Township Area, NJ, 
July 1988 Conditions (from Maslia et al., 2001). 

A 

B 

C 

D 

E 

Figure 7-6. Simulated Proportionate Contribution of Water 
from Wells and Well Fields to Selected Locations, Dover 
Township Area, NJ, July 1988 Conditions (from Maslia et 
al., 2001). 

pattern factors derived from the application of the 
POGA methodology showed little difference through
out the Dover Township area when compared to 
corresponding proportionate contribution of water 
simulated using the manual adjustment process. The 
results of sensitivity analyses conducted using the 
historical reconstruction process indicated the 
following: 

•	 There was a narrow range within which the 
historical water distribution systems could 
have successfully operated and still satisfy 
hydraulic engineering principles and the 
MOC. 

•	 Daily operational variations over a month did 
not appreciably change the proportionate 
contribution of water from specific sources. 

Therefore, the reconstructed historical water 
distribution systems were determined to be the most 
plausible and realistic scenarios under which the 
1962–1996 historical water distribution systems 
were operated. The health scientists conducting 
the case-control epidemiologic study used the 
resulting percentage of water derived from the 
different sources to derive exposure indices for 
each study subject. 

The results from the case-control study showed that 
there was an association between prenatal exposure to 
contaminated community water and leukemia in 
female children (NJDHSS, 2003). For example, female 
leukemia cases were 5 times more likely to have 
occurred when exposed during the prenatal period to 
a high percentage of Parkway well water than were 
control children. The control children are those 
living in the study area, but were not exposed to the 
water from the contaminated well fields. These 
findings would not have been possible without the 
results derived from the innovative water distribution 
system modeling efforts. These efforts have led to 
developing new methods for evaluating the accuracy 
of modeling results and exposure classification 
techniques that are critical components of epidemio
logic studies. Some of the innovations documented 
by the Dover Township historical reconstruction 
analysis are: 

•	 A new approach, proportionate contribution 
analysis, was developed that utilized water 
distribution system modeling and source 
tracing to quantify exposure on a monthly basis 
for all locations historically served by the 
distribution system. 

•	 Through the use of an innovative genetic 
algorithm approach (POGA), historical water 
distribution system operating schedules were 
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Figure 7-7. Estimated Upper 97.5 Percent Credibility 
Limit for Annual Perchlorate Intake by One Plaintiff 
(Grayman, 2004). 
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The city of Redlands lies in the San Bernardino valley of California, approximately 60 miles east of central Los 
Angeles. In 1981, a routine analysis for chlorination byproducts revealed the presence of trichloroethylene 
(TCE) in a sample of water from the Redlands water system. Subsequent water quality analyses revealed that a 
number of wells supplying the city were contaminated with TCE. In 1997, the perchlorate anion (ClO

4
) was 

also detected in several wells. In 1996, the first of a series of lawsuits was filed in California State Court 
alleging that the source of these contaminants was a manufacturing facility located up-gradient from the most 
seriously contaminated wells. 

One of these lawsuits claimed that plaintiffs were harmed by exposure to toxic chemicals that were improperly 
disposed of at the manufacturing site and found their way into groundwater that was subsequently extracted 
through the city’s wells and delivered to water customers, including the plaintiffs.  The plaintiffs’ burden of 
proof requires them to establish, among other things, that they were actually exposed to contaminated water at 
their homes, places of work, or other locations and that the amounts of contaminants that entered their bodies 
as the result of these exposures were sufficient to cause harm to them. 

To establish this proof, experts for the plaintiffs 
reconstructed the historical conditions in the water 
distribution system of the City of Redlands over a 
period from the mid 1950s to the late 1990s using 
the EPANET model.  As part of litigation, several 
forensic reconstructions of water quality in the 
Redlands water distribution system were performed. 
The reconstruction involved estimates of both 
human exposure to toxic contaminants and whole
body intakes of these chemicals. Estimates of 
exposures and intakes were expressed as credibility 
intervals, which were calculated using Monte Carlo 
simulation techniques. As an example output from 
the analysis, Figure 7-7 illustrates the estimated 
upper 97.5 percent credibility limit of one 
plaintiff’s exposure to perchlorate. Similar informa
tion was developed to describe the lower 2.5 
percent credibility limit for each of the test plain
tiffs in the case (Grayman et al., 2004). 

synthesized. Sensitivity analyses indicated 
that operating system changes did not 
appreciably change the proportionate 
contribution of water to Dover Township 
locations. 

•	 The association between exposure and disease 
would not have been possible without 
developing the integrated approach using 
environmental science, engineering 
evaluations, and epidemiologic analyses. 

Historical reconstruction of environmental exposure is 
not an easy task. The procedures and results summa
rized herein (and the detailed analyses in Maslia et 
al., [2001]) represent one of the most comprehensive, 
well-documented, and quality-controlled studies of its 
kind. Another example of public exposure assessment 
using modeling is related to the City of Redlands, 
California. 

7.3 Application of Water 
Distribution System Modeling 
in Support of a Regulatory 
Requirement 

The new DBPR2 regulation that is proposed for 
promulgation in the near future requires all water 
utilities that have a disinfectant residual in the 
distribution system to perform an IDSE unless they 
obtain a small-system or “40/30” waiver (EPA, 2003). 
Systems that can certify TTHM and HAA5 compli
ance data to be less than or equal to 40 µg/L for 
TTHM and 30 µg/L for HAA5 are not required to 
perform an IDSE. The goal of the IDSE is to identify 
compliance monitoring sites that may have high DBP 
levels in distribution systems. Utilities may choose to 
perform an SMP that involves extensive monitoring. 
Alternatively they may choose to perform a system
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specific study (SSS) that uses historical data, distribu
tion system models, or other analyses combined with 
minimal monitoring to evaluate TTHM and HAA5 
levels throughout the distribution system as the basis 
to select future compliance monitoring sites. This 
case study demonstrates how a hydraulic/water 
quality distribution system model can be applied to 
satisfy the IDSE requirements of an SSS. 

Key Phrases to Characterize Case Study: Regula
tory modeling, IDSE, water quality modeling. 

7.3.1 IDSE Requirements Overview 
The IDSE guidance manual spells out a series of 
suggested minimum requirements for the use of a 
calibrated water distribution system hydraulic model 
to perform an SSS. In general, the water distribution 
system model should be more comprehensive for the 
purpose of an SSS than models typically used for 
long-range capital improvement program analysis 
(e.g., master planning). A calibrated hydraulic model 
intended for detailed distribution system design (e.g., 
for system improvements) or operational studies is 
likely to be adequate. Because systems are always 
changing (e.g., population growth, industry develop
ment in network area, aging of mains), it is important 
that the model generally reflect system conditions and 
demand at the time of the IDSE SSS. A model that has 
not been updated or calibrated in the last 5 to 10 
years is unlikely to be adequate for an SSS. The 
guidelines provided in the draft guidance manual are 
summarized below: 

•	 EPS model that has been recently calibrated 
using generally accepted methods. 

•	 An all-pipe model or skeletonized model that 
includes (a) at least 50 percent of total pipe 
length in the distribution system, (b) at least 75 
percent of the pipe volume in the distribution 
system, (c) all 12-inch-diameter and larger 
pipes, (d) all 8-inch and larger pipes that 
connect major facilities, (e) all 6-inch and larger 
pipes that connect remote areas of a distribution 
system, and (f) all active control valves or other 
system features that could significantly affect 
the flow of water through the distribution 
system. 

•	 Water demand should be allocated among the 
nodes of the model in a manner that reflects the 
actual spatial distribution of such demand 
throughout the system. 

•	 A system-specific, diurnal (24-hour) demand 
pattern should be applied to the overall system 
demand. 

•	 The model should accurately simulate seasonal 
system configurations and operational changes. 

Once the model is established, it is then run in EPS 
mode until a consistent, repeating temporal pattern of 
water age is established at all nodes of the model. 
Generally, the model should be run under high DBP 
formation conditions (typically summer months) to 
estimate residence times. Based on the modeled water 
age results, preliminary monitoring sites are identified 
near locations that satisfy the sampling site require
ments. Sampling sites are selected to represent: 

•	 High-TTHM Sites: High TTHM values are 
expected at high-residence-time locations. 
These locations can be identified by reviewing 
the modeled water age at each node in the 
model. These sites are generally downstream of 
storage facilities and in remote locations. 
However, the regulation does not require 
extremes or non-representative sites to be 
sampled. 

•	 High-HAA5 Sites: The criteria and procedure 
for selecting high HAA5 sites using a hydraulic 
model are generally the same as those described 
above for selecting high-TTHM sites with one 
important difference: the sites chosen to 
represent high HAA5 should have a disinfectant 
residual sufficient to suppress bacteria which 
can degrade HAAs. 

•	 Average-Residence-Time Sites: Average-
residence-time sites can be selected from sites 
with residence times close to the flow-weighted 
mean of all nodal residence times. 

•	 Near-Entry-Point Sites: Modeled water age can 
be used to identify locations in the near vicinity 
to entry points into the water system. 

Requirements for the number of monitoring sites have 
not yet been finalized. As a result, this case study 
demonstrates the general usage of models for IDSE 
and relies upon the 2003 draft guidance issued by 
EPA to illustrate the usage of models. 

7.3.2 Example Application of Modeling in the 
IDSE Process 

The following example is a hypothetical case study 
based in large part on an actual water distribution 
system. The system purchases disinfected groundwa
ter and serves approximately 15,000 people. Water 
enters the distribution system from two separate 
interconnections to a wholesale utility.  The average 
demand is 2.2 MGD. A north interconnection operates 
intermittently and provides approximately 80 percent 
of the demand, while the south interconnection 
operates at all times and provides the remaining 20 
percent of the system demand. There is a 1.5-million
gallon storage tank. In order to comply with the Stage 
2 requirements, the draft proposed DBPR2 states that 
a total of six sites are required for a utility of this size 
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Figure 7-8.  Average Water Age in the Distribution 
System Over Last 24 Hours of a 2-Week Simulation. 
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using groundwater: one representing a site near to the 
predominant entry, one representing a site with 
average residence time, two sites representing high 
TTHM conditions, and two representing high HAA5 
conditions. 

The water utility water distribution system model has 
been used extensively in the past for both hydraulic 
and water-quality studies.  It is a skeletonized model 
that includes all 8-inch-diameter and larger pipes and 
all major facilities.  The pipes in the model represent 
74 percent of the total length of pipe in the system 
and 86 percent of the total volume.  The model has 
been previously calibrated based on two tracer studies 
and has been shown to have excellent agreement with 
observed field results.  Demands have been assigned 
to nodes based on actual meter readings, and informa
tion from the SCADA system has been used to construct 
a typical diurnal water use pattern.  The model is being 
operated in an EPS mode to simulate a 12-day period. 
The model has also been calibrated for use in simulat
ing chlorine residual in the distribution system. 

A series of runs of the model were performed to help 
understand the movement of water and water quality 
transformations in the system.  Specific simulations 
included water age and chlorine residual. The results 
of the water-age model run are shown in Figure 7-8. 
This plot shows the average water age throughout the 
distribution system over the last 24 hours of the 2
week simulation.  This period was selected to avoid 
the uncertainty associated with assigning initial water 
age in the system. The plot illustrates the nodes in the 
vicinity of the predominant northern interconnection 
that receive water with an average age of less than 2 
hours.  As also shown, the average water age increases 
significantly for areas that are further from the 
interconnections. The demand flow-weighted average 
water age for delivered water was calculated to be 27 
hours.  However, water age can also vary quite 
significantly over the course of a day in water 
systems, largely due to the impacts of storage tanks. 
This is illustrated in Figure 7-9, which depicts the 
minimum water age at each node over the same 24
hour period.   This is also shown in the plot in Figure 
7-10 for Node J-456 in the vicinity of the tank.  The 
IDSE guidance does not require utilities to explicitly 
consider the effects of tanks on diurnal variations in 
water age, and thus on the formation of DBPs.  If Node 
J-456 was selected as representative of high DBP 
because of its high water age, it would be expected 
that the DBPs would only be high during the part of 
the day when water is being discharged from the tank. 

The model was also used to determine the chlorine 
residual throughout the system.  Figure 7-11 contains 
a plot of the minimum chlorine residual throughout 
the system.  It is important to note areas with high 
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Figure 7-9.  Minimum Water Age in the Distribution System 
Over Last 24 Hours of a 2-Week Simulation. 
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Figure 7-11. Minimum Chlorine Residual in 
Distribution System Over Last 24 Hours of a 2-Week 
Simulation. 
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Figure 7-10. Diurnal Water Age at Node J-456. 
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Figure 7-12. Zones Representing Potential 
Monitoring Locations for IDSE Based on Modeling. 

residence time and low residual for high-TTHM sites 
and high residence time and high residual for high
HAA5 sites. This information can be used to avoid 
selecting monitoring sites that are to be used as 
representative of high HAA5 concentrations.  The 
current ability to accurately model HAA5 in a 
distribution system is limited. However, research has 
shown that depressed chlorine residual can result in 
biodegradation of HAA5, thus lowering the HAA5 
concentrations even for older water.  Figure 7-11 also 
shows a small area in the southwestern portion of the 
system that the model predicts to potentially experi
ence chlorine residuals less than 0.2 mg/L of chlorine. 

Based on the modeling results, various zones were 
defined in the distribution system representing areas 
that are appropriate for different types of compliance 
monitoring requirements (Figure 7-12).  In actual use, 
information generated by the model would be 
supplemented by historical field data.  The zones 
shown in the plot include: 

1. Nodes in the vicinity of the predominant north 
connection with water age less than 2 hours 
representative of near entry locations; 

2. Nodes with average water age in the range of 21 
to 33 hours that represent locations that 
approximate the average residence time of 27 
hours; 
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3. Nodes with residence times that exceed twice 
the average water age (> 54 hours) and have a 
minimum chlorine residual exceeding 0.20 mg/L 
representing potential high-HAA5 sites; and 

4. Other nodes with residence times that exceed 
twice the average water age (> 54 hours) 
representing potential high-TTHM sites. 

As illustrated by the case example, if a detailed, 
calibrated EPS model is available, the model repre
sents an efficient means of defining the compliance 
monitor locations as required under the forthcoming 
regulation. 

7.4 Use of Water Distribution 
System Models in the 
Placement of Monitors to 
Detect Intentional 
Contamination 

The increasing concern over the potential for inten
tional contamination of a water distribution system 
has led to interest in the placement of monitors to 
detect contamination and to serve as part of a rapid 
detection system. Design of such monitoring systems 
must include decisions on the type, number and 
location for the monitors. Water distribution system 
models can play a significant role in the decision 
making by providing a quantitative mechanism for 
determining the movement of a contaminant through 
the distribution system and testing the effectiveness 
of a monitoring system design. 

To illustrate this application, a red team-blue team 
concept is used (Grayman et al., 2005). The red 
team-blue team concept is part of “war gaming” 
that is widely used today as a mechanism for 
training and development and testing of security 
plans. The red team acts as the aggressor and the 
blue team acts as the defenders. Each team has 
different types and amounts of information avail
able to them and different rules or constraints that 
they must follow.  In this case study, network 
models are used in two modes to assist in evaluat
ing monitoring networks: 

1. As part of a red team-blue team exercise to 
demonstrate the effectiveness of manual 
selection of location of monitors as part of a 
CWS. 

2. As part of an optimization model to select the 
best locations for monitors based on a stated 
metric for measuring the effectiveness of the 
monitoring system. 

A Reference Guide for Utilities 

Key Phrases to Characterize Case Study: Water 
security, contamination, optimization, monitor 
placement 

7.4.1 Red Team-Blue Team Exercise 
In this simulated exercise, the red team attacks a water 
distribution system by adding a harmful chemical to 
the water. The red team is provided with limited 
information on the distribution system, a number of 
potential locations where they can inject a contami
nant, and predetermined information on the character
istics of the contaminant (quantity and lethality of the 
contaminant). The blue team represents the water 
utility and attempts to protect the water system by 
installing three monitors as part of a CWS that detects 
contaminants. It is assumed that they have extensive 
information on the design and operation of the 
distribution system but no firm information on where 
the attackers may choose to introduce the contami
nant or the nature of the contamination scenario. 

The water distribution system network used in this 
exercise is a skeletonized version of a major pressure 
zone of a water distribution system in California 
approximating the conditions (design and operation) 
in the mid 1990s. The system is fed by two sources; 
one that operates continuously and one that operates 
only during the day. There are three storage facilities 
located in the network. This network is one of the 
example networks provided as part of the EPANET 
model. The simulation performed in the exercise is a 
24-hour EPS starting at 7AM. The model representa
tion of the network is shown in Figure 7-13. This 
figure also illustrates the relative nodal demands, and 
the typical flow directions and magnitude during the 
day.  This plot is given only to the blue team to 
provide them with information on the design and 
operation of the system. The red team is provided 
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Figure 7-13. Water Distribution System Characteristics. 
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Figure 7-15. Contaminant Concentration Just Downstream 
of Contaminant Introduction Location (Node 121). 
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Figure 7-16. Contaminant Concentration Far Downstream 
of Contaminant Introduction Location (Node 143). 
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node located 1500 feet immediately south of the 
injection point is shown. As expected, the contami
nant moved very rapidly and reached this node in less 
than an hour after the injection. If a monitor was 
located at this node, and rapid analysis and re
sponse occurred, it could be very effective as an 
early warning for most of the distribution system. 
Figure 7-16 illustrates concentrations resulting 
from the same contaminant introduction location. 
This node is located near the eastern edge of the 
distribution system approximately 2.5 miles 
downstream of the contaminant introduction 
location. As illustrated, the concentration of the 
contaminant remained about the same but the travel 
time to this point was approximately 7 hours. For 
this injection scenario, a monitor located at this 
point would be relatively ineffective as a warning 
device for most of the distribution system because 
of the significant time lag. 

Figure 7-14. Allowable Contaminant Introduction Locations. 

only with a map of the distribution system showing 
eight potential sites that can be used to introduce a 
contaminant (Figure 7-14). 

Following the selection of points of attack by the red 
team and selection of monitor locations by the blue 
team, the contaminant introduction is simulated using 
the EPANET model. The movement and concentration 
of the contaminants are then viewed graphically by 
animating the movement of the contaminant in the 
distribution system in the EPANET model. The time 
history of contaminant concentrations is also viewed 
at selected nodes in the distribution system. The 
effectiveness of monitors is illustrated by graphing 
the concentrations of the contaminants at monitoring 
nodes and assessing whether (and how quickly) the 
monitors will serve their purpose of detecting the 
contaminant. Figures 7-15 and 7-16 show the 
concentrations resulting from 8 hours of contamina
tion at node 123 starting at 11 a.m. 

In Figure 7-15, the resulting contamination at a 

In the exercise, most red team members tend to select 
contamination introduction locations that they 
perceive would result in the most widespread impacts. 
The most often selected sites were those near to the 
water sources. Little attention is generally given to 
the amount of dilution that would result at a particu
lar location. Blue team members tend to select 
monitoring locations that cover a wide range of 
locations. Frequently, the three allowable monitors 
will be located in the north, central, and southern 
portions of the distribution system. 

7.4.2 Application of Optimization Model 
The optimization model used in this demonstration 
is a methodology developed by Ostfeld and 
Salomons (2004). The model links EPANET and a 
genetic algorithm in an overall framework for 
optimally allocating monitoring stations, aimed at 
detecting deliberate external contamination into 
water distribution system nodes. The model 
operates under extended period (unsteady) hydrau
lics and water quality conditions. The optimization 
routine determines the monitor placement to detect 
contaminants in order to minimize the exposure of 
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customers above an allowable minimum concentra
tion. The algorithm can be used to study contami
nation of fixed duration, quantity, or location or 
can simulate contamination under stochastic 
conditions. There are several model parameters that 
can be specified to control the number of monitors, 
the allowable contaminant introduction locations, the 
characteristics of the event, and whether the event 
characteristics and demands are to be considered as 
stochastic variables. 

In one application of the model, it was assumed that 
the pollutant could be introduced at any single node 
of the distribution system at any time, all with the 
same injection probability. The following additional 
assumptions were made: 

•	 The maximum contamination exposure volume 
to the public above which an alarm signal of the 
monitoring stations is required is 25 gallons. 

•	 The water is considered contaminated above 1 
mg/L. 

•	 The pollutant flow discharge is 2 kg/min for 5 
minutes (i.e., a total of 10 kg of a solution of 100 
percent is introduced within a total of 5 minutes). 

•	 The pollutant flow discharge of the

contaminant introduced and the consumer

demands are deterministic.


•	 The monitoring stations are providing real-time 
data and detection alarms. 

•	 All monitoring stations have a detection

sensitivity of 1 mg/L.


•	 3 monitors are to be placed. 

The model suggests placing monitors at nodes 143, 
181, and 213 with a detection likelihood of 0.4354 
(i.e., there is a probability of about 44 percent that the 
contaminant will be detected prior to the consump
tion of more than 25 gallons at a concentration higher 
than 1 mg/L). The location of the monitors is shown 
in Figure 7-17. As illustrated, the selected monitor 
locations were relatively evenly spaced around the 
network. 

Other evaluated scenarios looked at a different 
number of allowable monitors, the allowable contami
nant introduction locations, the critical exposure 
threshold, and representation of contaminant quantity 
and nodal demands as stochastic variables. Though 
the exact “optimal” locations varied slightly between 
the different runs, typically the monitors were placed 
throughout the network. However, the effectiveness of 
the monitoring network, as measured by the detection 
likelihood does vary considerably between scenarios. 
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Figure 7-17. Monitoring Locations Selected by the 
Optimization Model. 

7.4.3 Case Summary 
The red team – blue team exercise serves as a good 
mechanism for demonstrating both the dynamics of 
contaminant movement in the distribution system and 
the potential effectiveness of monitors. Application of 
the optimization model, both as a demonstration 
procedure and as a practical tool, provides a method 
that moves the monitor placement from a purely 
intuitive process to a quantitative procedure. Both the 
exercise and the optimization tool show the impor
tance in minimizing delays in the detection, notifica
tion, and response process. Even an added delay of an 
hour or two can lead to a significant increase in the 
number of customers that would be impacted by a 
contamination event. 

7.5 Case Study – Use of 
PipelineNet Model 

This case study focuses on the application of the 
PipelineNet model, which incorporates both GIS and 
the EPANET model discussed in the previous chapters 
of this reference guide. The supporting investigations 
were primarily sponsored by the Awwa Research 
Foundation (AwwaRF) and EPA with work performed 
by a consulting firm (SAIC) and assistance from water 
utility personnel (Ron Hunsinger, Bill Kirkpatrick, 
Dave Rehnstrom) working at the East Bay Municipal 
Utility District (EBMUD), Oakland, CA. The text and 
figures are adapted from AwwaRF report 2922 
prepared by Bahadur et al. (2003). 

Key Phrases to Characterize Case Study: hydraulic 
and water quality modeling, placement of monitors, 
exposure modeling, contamination assessment, 
contamination response tools, geospatial analysis. 
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7.5.1 Overview 
PipelineNet is an EPANET/ArcView1 -based model, 
and uses the same hydraulic engine as EPANET.  The 
EPANET portion of the model can simulate the fate 
and transport of potentially introduced contaminants 
in a water distribution system.  The ArcView (or the 
GIS layer) portion of the model can relate the 
geospatial components of the simulated impact. The 
GIS layer allows for geo-features and map display 
with an overlay of model output. This feature is 
particularly useful in applications such as emergency 
response, determining optimal placement of sampling, 
and monitoring instruments. 

AwwaRF and EPA jointly funded a project to 
develop techniques to locate monitoring points in a 
distribution system, determine appropriate timing 
and frequency of monitoring, and establish moni
toring techniques and relevant water quality 
parameters. For this purpose, a fully calibrated 
extended period simulation (EPS) network model 
hypothetically representing a portion of EBMUD 
was developed using PipelineNet. This study area 
network model represents 16 of the 123 pressure 
zones in the overall EBMUD distribution system. 
The study area contained 27 tanks, 748 miles of 
pipes, 62 pumps and 17,997 pipe segments with 
diameters equal to or greater than 2 inches. Figure 
7-18 shows a partial view of the hypothetical 
network of pipelines. 

7.5.2 Model Calibration 
The network model was calibrated by comparing 
the observed (SCADA data) and simulated 
(PipelineNet model) water level in 25 tanks located 
in the study area. The primary focus of the calibra-

Figure 7-18. Hypothetical Water Distribution System 
Showing Pipelines. 

1Registered Trademark of ESRI 

tion was to match the shape of the observed water 
level in the tanks. The model calibration was 
performed for a 24-hour time interval using data 
measured on July 1, 2001. To further enhance 
calibration, the pump characteristic curves were 
used to achieve a good comparison between 
simulated and observed tank levels. The flow value 
of the characteristic curve was changed as neces
sary to reflect field conditions. Each pump was 
operated with time controls. 

7.5.3 Monitoring Site Location Methodology 
A hierarchical selection process was developed to 
locate monitoring stations in the distribution system. 
A three-step approach was employed based on model 
inputs, outputs, and GIS layers (see Figure 7-19). 
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Figure 7-19. Conceptual Diagram Showing the Ranking 
and Prioritization Methodology. 

In the first step (source prioritization factor), all the 
elements of the water distribution system are 
assumed to be available for monitoring. This 
universe is then reduced to a smaller set based on 
accessibility (location) and amenability (e.g., 
eliminating dead ends, crosses, tees, junctions with 
different pipe material) to monitoring.  Initially, all 
nodes are considered available for monitoring and 
are assigned a score of 1. Subsequently, all the 
nodes, which are either not amenable or not 
accessible, are assigned a score of 0. This reduced 
the number of pipes available for monitoring from 
17,997 to 14,938. Therefore, only the 14,938 
nodes with a score equal to 1 are considered for 
Step 2 (described below). 

In the second step (distribution system response 
factor), the PipelineNet model is run to quantify the 
distribution system response in terms of flow, veloc
ity, and pressure.  Concentration of water quality 
parameters could also be considered in this ranking 
procedure but was not included as a factor in this case 
study.  Each system response parameter has equal 
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weighting and is assigned an initial score of 1 for 
every pipe.  Thereafter, based on the run, the scores 
are re-assigned values ranging between 1 and 10, 
where a score of 10 would indicate a higher level of 
concern. For any given parameter, the user can 
determine the distribution of scores over the param
eter range. For example, a score range of 10 to 1 
could be distributed over a flow range of 0.001 to 100 
gpm. The PipelineNet model and Bahadur et al. 
(2003) provide some guidance for assigning scores, 
but the user can select any score based on the require
ments of the analysis. 

In the third step (critical facilities and population 
density factor), user defined buffer zones (polygons) 
are created around critical facility locations. In 
addition, areas of low-, medium-, and high-population 
density are delineated by the creation of polygons. 
Pipes closest to the critical facilities and/or near high 
population density areas are assigned a score of 10. 

The total score for each pipe based on Steps 2 and 3 
are computed. These final scores are linked to the GIS 
pipeline layer.  The user can identify areas where 
monitoring stations should be placed based on the 
display of pipes with high scores. Figure 7-20 shows 
the pipes in the hypothetical network with scores 
greater than 27 overlaid with critical facility loca
tions. The methodology outlined above for selecting 
the location of monitoring stations is a subjective 
procedure that requires input and judgment from 
water utility personnel. It would not result in a 
common solution for all distribution systems but can 
incorporate the specific needs and objectives of the 
participating water utility. 

Figure 7-20. Hypothetical System Showing High Score 
Areas (>27) Overlain with Hospitals and Schools. 
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7.5.4 Response and Mitigation Tools 
In addition to the monitoring site location methodol
ogy, three additional tools were developed as part of 
this case study to enhance the capability of 
PipelineNet in the areas of emergency response, 
mitigation, and normal operations. These three tools 
are briefly described in the following subsections. 

7.5.4.1 Consequence Assessment Tool 
The consequence assessment tool of PipelineNet 
provides the ability to quickly identify and quantify 
the population, infrastructure, and resources at risk 
from a contaminant event. For a defined contami
nated area, this tool can calculate: 

•	 total population at risk, 

•	 number of taps contaminated, 

•	 miles of pipe contaminated, 

•	 total number of hospitals and beds for each 
hospital, and 

•	 total number of schools and student population. 

7.5.4.2 Isolation Tool 
The isolation tool of PipelineNet provides the ability 
to change the status (open or closed) of any pipe in 
the distribution system.  After completing a water 
quality simulation and examining the contaminant 
distribution from the event, this tool could be used to 
close off one or more pipes to control the flow of 
water.  The model would then be re-run, reflecting 
these new hydraulic conditions, and the output 
examined to determine if this mitigation step was 
successful in limiting the area of contamination. 

7.5.4.3 Spatial Database Display Tool 
PipelineNet’s spatial database display tool can 
overlay the EPANET model output with various 
geospatial properties. The spatial database display 
tool of PipelineNet has nineteen criteria to choose 
from. The users can select any combination(s) of the 
available criteria. For illustration purposes, Figure 7
21 shows the display of three criteria: oversized pipes 
(diameter >30 inches), current monitoring locations, 
and low velocity (velocity < 0.001 FPS) pipes. 

7.5.5 Case Summary 
The case study demonstrates that the PipelineNet 
model can be used to perform a variety of practical 
analyses to locate monitoring systems. Three 
additional tools are available that enhance 
PipelineNet’s capability in the areas of emergency 
response, mitigation, and normal operations. How
ever, to effectively utilize the PipelineNet model, the 
utility must have a calibrated EPS EPANET-based 
network model and utility-specific GIS data. At the 
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Figure 7-21. Display of Low-Velocity Pipes, Oversized 
Pipes, and Current Monitoring Stations Using the Spatial 
Database Display Tool. 

time this reference guide was being written, the model 
is slated to undergo additional enhancements to 
improve the following: contaminant database, 
consequence assessment, inclusion of time of travel, 
conversion from ArcView 3.2 to ArcGIS, and estab
lishment of links to SCADA data. 

7.6 Use of Threat Ensemble 
Vulnerability Assessment 
(TEVA) Program for Drinking 
Water Distribution System 
Security 

In response to the increased focus on the vulnerability 
of drinking water systems to the intentional introduc
tion of chemical, biological, or radiological contami
nants, EPA is developing the Threat Ensemble 
Vulnerability Assessment (TEVA) Program.  TEVA, 
when completed, will be capable of analyzing the 
vulnerabilities of drinking water distribution systems, 
measure public health and economic impacts, and 
design and evaluate threat mitigation and response 
strategies. TEVA is a probabilistic framework for 
assessing the vulnerability of a water utility to a 
variety of contamination attacks. Monte Carlo 
simulations generate ensembles of scenarios, and 
statistics are analyzed to explore the feasibility of 
scenarios, identify vulnerable areas of the water 
distribution network, and analyze the sensitivity of 
the model to various parameters. 

The TEVA team includes several individuals from 
various organizations.  The key EPA TEVA leads are: 
Regan Murray, Robert Janke, and Jim Uber. 

Key Phrases to Characterize Case Study: hydraulic 
and water quality modeling, placement of monitors, 
vulnerability assessment, exposure modeling, 
contamination assessment, contamination response 
tools, probabilistic analysis, economic impact 
assessment, threat mitigation strategies. 

7.6.1 TEVA Overview 
TEVA incorporates a probabilistic framework for 
analyzing the vulnerability of drinking water distri
bution systems. Figure 7-22 outlines the major 
components of the framework: the stochastic model
ing of scenarios, the analysis of potential impacts, and 
the assessment of threat mitigation strategies.  To
gether, these three components present an integrated 
view of the vulnerability of a unique distribution 
system to a wide variety of contamination threats and 
the potential for a water utility to decrease this 
vulnerability through a set of mitigation strategies. 
Preliminary design and implementation has been 
completed for a core set of components. A longer-
term research effort is being planned for the other 
components. 

Stochastic Modeling Scenarios 

Ensemble Database 

1 2 N 

Impact Analysis 

Threat Mitigation Analysis 

Assessment of Risk 
Reduction Strategies 

Identification of 
Vulnerable 

Populations, 
Regions, and 

Services 

Evaluation of 
Countermeasures 

Public Health 
Impacts 

Economic Impacts 

Select Scenario 

Simulate Scenario 

Figure 7-22. Threat Ensemble Vulnerability 
Assessment Framework. 

Without specific intelligence information, one cannot 
predict exactly how a terrorist group might sabotage a 
water system. Therefore, TEVA is based on a probabi
listic analysis of a large number of likely threat 
scenarios. While the number of possible variations on 

7-18 



scenarios is nearly infinite, the vulnerability of the 
system can be assessed by selecting a “large enough” 
set of likely scenarios.  TEVA creates a threat en
semble, or a set of contamination scenarios, based on 
varying the type of contaminant, the amount and 
concentration of the contaminant, the location of the 
contaminant introduction into the distribution 
system, and the duration of the contamination event. 
The vulnerability of the system is based on an 
assessment of the entire threat ensemble. The 
following subsections present an overview of the 
aforementioned three key modeling elements. 

7.6.1.1 Stochastic Modeling 
The stochastic modeling element involves three steps: 
selection of the threat ensemble, simulation of the 
ensemble, and storage of the output in the ensemble 
database. The threat ensemble is a collection of 
scenarios that will be simulated. One scenario may 
represent, for example, the injection of a 55-gallon 
drum containing a biotoxin mixture into one node of 
a particular distribution system with 1,000 nodes. 
This scenario can be repeated for each of the 1,000 
nodes, generating a threat ensemble of 1,000 sce
narios. One could vary other parameters, such as 
contaminant type, quantity, concentration, location, 
or duration, to generate other threat ensembles. 
Current work is determining how to best select a large 
enough threat ensemble in order to accurately assess 
vulnerability.  While a larger number of scenarios will 
allow for the consideration of more threats, con
straints on computation time require that the number 
of scenarios be minimized. 

Next, each scenario in the threat ensemble is simu
lated using a network hydraulic and water quality 
model. In TEVA, an EPANET based network model is 
generated with all necessary data for running the 
simulations. The EPANET model currently includes 
first order decay of constituents. Soon to be com
pleted upgrades to EPANET will allow modeling of 
the fate and transport of multiple dissolved constitu
ents in distribution systems (Uber et al., 2004a). 
These upgrades will permit the modeling of reactions 
at the pipe wall and in the bulk flow and enable the 
inclusion of chemical reaction products, thereby 
resulting in more accurate estimates of human 
exposure and health risk. The results of the stochastic 
modeling of the threat ensemble are stored in the 
ensemble database, allowing for later analysis of the 
data in the other components of TEVA. 

7.6.1.2 Impact Analysis 
The Impact Analysis element uses the data stored in 
the ensemble database to estimate likely public health 
impacts and economic impacts. Public health impacts 
include injuries, disease, illness, and deaths. People 
can be exposed to contaminants from ingestion of 
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water, inhalation of volatilized chemicals or particles, 
and/or contact with the skin. Depending on the 
contaminant, specific dose-response models can be 
employed to estimate the various health endpoints. 
For many threat agents, reliable data for such models 
are lacking, and the ensuing uncertainty in the results 
must be understood. For contagious diseases, 
dynamic models of disease transmission also must be 
included in order to accurately assess health impacts. 

Economic impacts include restoration costs (cleanup, 
treatment, remediation, and decontamination), denial 
of service costs (providing alternative sources of 
water), and other costs, such as medical costs (hospi
talization, vaccines). Psychological costs related to 
consumers’ loss of trust in the water supply system are 
very difficult to estimate. The distribution of impacts 
will be calculated from the ensemble database, 
thereby providing an estimate of the expected impacts 
for the ensemble of threat scenarios. 

7.6.1.3 Threat Mitigation Analysis 
The Threat Mitigation element explores various 
mitigation strategies such as the use of early warning 
systems (sensors and data analysis tools), operational 
approaches (chlorine boosters, back-up equipment), 
and emergency response methods (isolation of part of 
the system, public notification).  A range of mitiga
tion strategies can be evaluated with the TEVA 
simulations using health risk and economic impact 
analyses to rank and select the best alternative for a 
set of scenarios (Uber et al., 2004b). This will enable a 
quantitative analysis of the benefits of implementing 
various strategies. 

7.6.2 Application of TEVA to a Water 
Distribution System for Optimal 
Monitoring 

The TEVA computational framework (Murray et al., 
2004, Uber et al., 2004b, Murray et al., 2005) has 
been applied to three sizes of distribution systems, 
each differing in population by approximately one 
order of magnitude. The results shown for this case 
study illustrate that TEVA has the potential to help 
water utilities assess the contaminants to which they 
are most vulnerable, identify the most vulnerable 
regions of their distribution systems, and select the 
most appropriate mitigation strategies for their system. 

Many different forms of contamination monitoring 
systems have been proposed, using water quality 
sensors, composite or grab sampling, and various 
numbers and locations of sensors. Any contamination 
monitoring and surveillance program will be budget 
constrained. Optimizing the placement of a fixed 
number of monitoring stations plays an important role 
in the design of the monitoring system. Selecting the 
best locations for conducting a routine sampling 

7-19 



A Reference Guide for Utilities 

program to serve as a monitoring and surveillance 
program for detection of intentional contamination 
can be considered an integer linear programming 
problem in which a quantity is optimized subject to a 
set of constraints (Berry 2005). Formal optimization 
methods and heuristic methods have been applied to 
solve such problems.  In this case study, a Greedy 
heuristic algorithm is used to locate monitoring 
stations, given a defined budget or number of 
monitoring stations, in order to minimize health 
impacts. The following is an example of using TEVA 
to evaluate and optimize (in a limited fashion) the 
design of a contamination monitoring system for a 
water distribution system. 

7.6.2.1 Simulation Overview 
For the purposes of this analysis, an “all-pipes” 
EPANET network model for the sample distribution 
system was generated. There are 1,062 miles of pipe 
represented in this network model. This system 
contains approximately 12,000 nodes, has an average 
daily demand of approximately 20 million gallons, 
and an estimated population of 130,000. Approxi
mately 6,000 potential sampling locations were 
selected randomly from the nearly 12,000 nodes by 
considering that each node had a 50 percent probabil
ity of inclusion. This pruning was used to make the 
problem less computationally intensive and empha
size that an optimal placement of monitoring stations 
will likely be difficult given legal, financial, or 
logistical constraints for placing and managing 
monitoring stations. 

To simulate a contamination scenario, many param
eters must be specified, including characteristics of 
the contaminant, the contaminant-introduction 
scenario, and the consumption patterns of the 
population. In order to represent the range of possible 
parameter values, the TEVA computational framework 
uses simulation to vary parameters, such as contami
nant type, quantity, concentration, location, rate, or 
duration, to generate threat ensembles (collections of 
many threat scenarios) which collectively can be 
analyzed for health impact statistics. All nodes (a 
grouping of service connections) in the distribution 
system are considered equally likely introduction 
points. Biological and chemical contaminants can be 
considered, and contaminant introduction can last 
from a few minutes to hours to days. For the purposes 
of this analysis, a biological agent was considered as 
the contaminant and the introduction duration was 24 
hours, at a rate of 8.675 liters per hour, and a mass rate 
of 1.45 x 1011 organisms per minute. 

The health impacts are affected by factors such as 
dose-response relationships, lethal doses, time-to
onset of symptoms, time for effective medical 
intervention, and the time delay for transporting and 

analyzing samples in laboratories. Health impacts to 
a population will increase with an increase in the time 
required to implement an effective response for a 
known contamination event. Considering these 
factors, modeling and simulation analyses, such as 
those presented here, must be performed on a contami
nant specific basis. The health impact statistics can 
include mean infections/illnesses or mean fatalities. 
Infection/illness is a function of the dose of organisms 
or contaminant ingested and the probability of illness 
caused by that dose, as determined from the contami
nant dose-response curve (in this case, Salmonella). 
Mean infections/illnesses are statistically determined 
from the probabilistic analysis of all threat scenarios. 
Maximum infections resulted from introduction at the 
node delivering the maximum health impacts. 
Although there was one worst case node, there were 
approximately 60 threat scenarios (contaminant 
introduction locations), which delivered at least 50 
percent of the maximum lethality.  The maximum 
number of lethalities was approximately 13,000. 

In this TEVA-simulated analysis, the benefits of two 
composite grab sampling programs were evaluated 
(daily and every 48 hours) and compared to the 
benefits provided by a system of real-time (inline, 
contaminant specific) sensors. The benefits of the 
sampling or monitoring programs are measured by the 
hypothetical reduction in public health impacts. In 
this analysis, sample location designs are based on 
minimizing the mean number of fatalities for 2 
sampling frequencies: 24 hours and 48 hours. Six 
sampling/sensor station placement scenarios were 
evaluated in this analysis: 5, 10, 15, 20, 30, and 40 
locations for each program. The Greedy algorithm 
used in this analysis will provide an optimal solution 
for minimizing public health impacts. 

For the purposes of this analysis, the grab samples are 
considered to be filtered samples. Filtered samples 
represent composited samples that have been col
lected and concentrated through a filtration device to 
better enable the collection and analysis of biological 
organisms. Also, real-time water quality monitors are 
assumed to detect chemical contaminants or biologi
cal organisms through the change in water quality, 
such as determined by the reduction of chlorine 
residual or increase in turbidity.  These real-time and 
sampling-based analyses are considered ideal, 
meaning that detection limits were zero and the 
biological contaminant was always detected. 

7.6.2.2 TEVA Analysis Approach 
This analysis considers attacks at every non-zero 
demand node, totaling approximately 10,000. Only 
non-zero demand nodes are considered because they 
represent service connections that are using water 
from the distribution system on a regular basis and, 
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Figure 7-24. Comparison of 24-Hour, 48-Hour, and Real-
Time, Continuous Contamination Monitoring Systems for 
the Reduction in the Maximum Number of Infections for a 
24-Hour Contaminant Attack. 
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therefore, could possibly be used for contaminant 
introduction. Statistically analyzing the approxi
mately 10,000 threat scenarios provides an estimate of 
the hypothetical health impacts in terms of average 
health impacts (e.g., fatalities or illnesses) and 
maximum impacts. Average impacts could be 
expected to result if a saboteur had no knowledge of 
where best to attack and simply randomly chose a 
node location for contaminant introduction. Maxi
mum health impacts correspond to a relatively small 
set of contaminant introduction node locations (threat 
scenarios) that maximize health impacts to the 
associated receptors. 

The contaminants were modeled as tracers, i.e., free of 
hydrolysis, chlorination, pipe wall, or biofilm reac
tions, which would largely decrease the contaminant’s 

0 

500 

1000 

1500 

2000 

2500 

3000 

0 5 10 15 20 30 40 

Number of Sampling/Sensor Stations 

48 Hour Sampling Frequency (12 Hour Delay) 
24 Hour Sampling Frequency (12 Hour Delay) 
Real-Time Monitoring (Hourly Monitoring) 12 Hour Delay In Response 
Real-Time Monitoring (Hourly Monitoring) 4 Hour Delay in Response 

M
ea

n 
In

fe
ct

io
ns

 (
N

o.
 o

f  
Pe

rs
on

s)
 

Figure 7-23. Comparison of 24-Hour, 48-Hour, and Real-
Time, Continuous Contamination Monitoring Systems for 
the Reduction in Mean Infections for a 24-Hour 
Contaminant Attack. 

effectiveness in causing harm to public health (an 
extended version of EPANET is undergoing testing to 
allow multi-species modeling of contaminants). 
Contaminants are modeled using a mass injection 
rate, zero volume added, which consequently does not 
influence the hydraulic properties of the network, i.e., 
flow increase, decrease, or reversal of flow. 

Hydraulic and water quality simulations were run for 
192 hours. The disease-causing agent or contaminant 
was considered to be a hypothetical, biological 
contaminant that is expected to cause infection (50 
percent of the time) in an adult when 10,000 or more 
of the organisms are ingested. The incubation period 
was assumed to be 24 hours, and the time for effective 
treatment was 48 hours after the onset of symptoms. 
After 72 hours, people either recovered or died. A 
sigmoidal dose-response curve was assumed for the 
ingestion of organisms with the untreated fatality rate 
at 16 percent of those infected. 

7.6.2.3 TEVA Analysis Results 
Figure 7-23 compares the reduction in mean infec
tions provided by a routine 24-hour filtered sampling 
program, a routine 48-hour filtered sampling program, 
and a real-time, continuous, monitoring program. 
Similarly, Figure 7-24 compares the reduction in the 
maximum number of infections of the same 3 monitor
ing programs. Again, this scenario assumes contami
nation by an individual who understands distribution 
systems and has the knowledge and resources to 
determine the maximum impact location(s). 

It is assumed that the computer simulations and the 
monitoring/surveillance programs are successful in 
reducing public health impacts by preventing further 
consumption after detection. The results show that 
there is not a significant difference between daily (24
hour) sampling and 48-hour sampling in terms of 
reducing health impacts. As expected, the continuous 
monitoring program detects the incident much earlier 

than the daily sampling program. Figure 7-23 shows 
an 80 percent reduction in mean infections is 
achieved using 40 real-time monitors, as compared to 
having zero monitors. The results show that it is 
important that the real-time program be integrated 
with a response protocol. A comparison of the two 
real-time, continuous monitoring cases (12-hour delay 
versus 4-hour delay in notifying the public) illustrates 
the importance of response time. Shortening the time 
needed to implement an effective response to reduce 
further exposure is critical for reducing the number of 
additional infections. 

The results of this case study also illustrate that, for 
this distribution system, strategically placing just 5 or 
10 sampling/sensor stations as part of a monitoring 
and surveillance system can have a significant effect 
on reducing potential health impacts from intentional 
contamination. 
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7.6.3 Case Summary 
TEVA is an integrated system intended to provide the 
capability for analyzing the vulnerabilities of 
drinking water distribution systems and to measure 
the public health and economic impacts. TEVA can 
be used to design and evaluate threat mitigation and 
response strategies related to events of intentional 
introduction of chemical, biological, or radiological 
contaminants into drinking water networks. Monte-
Carlo simulations generate ensembles of threat 
scenarios to identify vulnerable areas of the water 
distribution network.  TEVA is based on the use of an 
all pipes EPANET network model. 

7.7 Field Testing of Water-
Distribution Systems in 
Support of an Epidemiologic 
Study 

This case study is focused on the use of information 
collected as part of field studies to assist in the 
calibration of a hydraulic and water quality model 
of a distribution system. The information presented 
in this section is based on an ongoing investigation 
by the ATSDR at the U.S. Marine Corps Base, Camp 
Lejeune, NC (Camp Lejeune). These data are being 
collected to support an ongoing epidemiologic 
study at Camp Lejeune. The resulting calibrated 
model is needed to perform a historical reconstruc
tion of the water system for the period of interest. 
This case study highlights the field methodologies 
employed to generate the information proposed for 
use in the calibration of the model. 

Key Phrases to Characterize Case Study: field 
studies, historical reconstruction, hydraulic and water 
quality modeling, model calibration. 

7.7.1 Case Study Overview 
ATSDR is conducting an epidemiologic study to 
determine if there is an association between exposure 
to contaminated drinking water and birth defects 
among children of women who lived at Camp Lejeune 
while they were pregnant between 1968 and 1985. 
Because of the paucity of historical water distribution 
system operational data, information based on the 
operation of present-day water distribution systems 
will be used for historical reconstruction. Present-day 
system operations will be modeled using water-
distribution system models.  To calibrate the models 
against hydraulic and water quality parameters, field 
testing is being performed to gather data and informa
tion on hydraulic, fate and transport, and operational 
characteristics of the water distribution systems 
(Maslia et al., 2005; Sautner et al., 2005). The 
specific field activities are discussed later in Section 
7.7.2. 

Figure 7-25. Water Distribution Systems Serving U.S. 
Marine Corps Base, Camp Lejeune, NC. 

Camp Lejeune encompasses an area of about 164 
square miles, and is located in Jacksonville, Onslow 
County, North Carolina, bordering the Atlantic Ocean. 
The focus of the epidemiologic study is on exposure 
from water-distribution systems that historically 
served the military base’s housing—Camp Johnson, 
Tarawa Terrace, Holcomb Boulevard, and Hadnot 
Point (see Figure 7-25). Presently, there are two 
operating water treatment plants (WTPs) that provide 
water for the distribution systems of interest to the 
epidemiologic study: (1) the Holcomb Boulevard 
WTP that services the Camp Johnson, Tarawa Terrace, 
and Holcomb Boulevard areas of the distribution 
system, and (2) the Hadnot Point WTP that services 
the Hadnot Point area of the distribution system. 
Hadnot Point was the original WTP and at one time, 
serviced the entire base. The Holcomb Boulevard 
WTP presently services the rest of the military 
housing areas. A third plant, the Tarawa Terrace WTP, 
historically serviced the Tarawa Terrace and Camp 
Johnson areas, but this plant was shut down and 
replaced by a ground storage tank at Tarawa Terrace 
that receives water directly from the Holcomb 
Boulevard WTP. 

System pressures range from about 55–68 psi 
throughout the distribution systems. As topogra
phy is very flat, ranging from sea level to less than 
40 ft, hydraulic heads range from 140–160 ft 
resulting in a very mild hydraulic gradient. There 
are nine elevated storage tanks in the Holcomb 
Boulevard and Hadnot Point WTP service areas. 
The range in water level fluctuation for the el
evated storage tanks is small; generally 1–6 ft. 
Excellent mapping information and a detailed GIS 
provide good information on the location and 
characteristics of the water system facilities. 
SCADA data are available that provide continuous 

7-22 



Figure 7-26. Continuous Recording Pressure Logger 
Mounted on Brass Shutoff Valve and Hydrant 
Adapter Cap Used for Fire-Flow and C-Factor Tests. 

information on plant discharges and tank water 
levels. However, individual buildings and resi
dences are not metered. 

7.7.2 Field Work 
A variety of field activities are being performed to 
provide a better understanding of the operation of 
the water system and to provide information that 
can be used to calibrate a detailed water distribu
tion system model. To date, these activities have 
included: 

•	 conducting C-factor and fire-flow tests, 

•	 recording system pressures and storage tank 
water levels over time, 

•	 tracer and associated travel time tests, and 

•	 recording continuous flow information at key 
locations. 

Several of these field activities were performed in 
tandem in order to provide an integrated understand
ing of the system operation and performance. 

7.7.2.1 C-Factor and Fire-Flow Tests 
C-factor tests and fire-flow tests were conducted in 
August 2004 at various sites at Camp Lejeune. 
Continuous pressure loggers (Figure 7-26) set to 
record pressure at 1-minute intervals were attached to 
hydrants. Standard analog pressure gages were also 
used as backup during the tests. Hydrant flows were 
measured using pitot gages installed on hydrants that 
were flowed during the tests. One of the pitot gages 
was integrated with a diffuser and cage to both diffuse 
the flow from the hydrant and to trap any solids to 
prevent damage from the flow (see Figure 4-6 in 
Chapter 4). The other pitot gage was a standard gage 
attached to the hydrant. 
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Standard C-factor testing procedures were used to 
measure data needed to calculate the Hazen-Williams 
C-factors for eight sections representing a variety of 
pipe materials and diameters. 

Fire-flow tests are frequently used in the process of 
calibrating a hydraulic water distribution system 
model. One or more hydrants are opened and flowed 
to increase flows in the distribution system in the 
vicinity of the hydrants. Since friction losses increase 
exponentially, the higher flows can result in a 
significant lowering of the hydraulic grade line 
(HGL). In calibrating the model, the model is applied 
under the flow and operational conditions experi
enced during the fire-flow test and the pressures or 
hydraulic grade line observed in the field are com
pared to the model results. If there are significant 
differences between the model and field results, 
adjustments are made in model parameters in order to 
reduce the differences or calibrate the model. In the 
simplest configuration, a single hydrant is flowed and 
pressure read at another single hydrant.  An alterna
tive approach was used at Camp Lejeune to improve 
the labor efficiency and to collect more data. Con
tinuous recording pressure gages were installed at up 
to six hydrants in the area being tested.  Additionally, 
pitot gages were installed on two hydrants that were 
designated as hydrants to be flowed. Pressure was 
measured under several conditions: (1) static condi
tions at start of testing, (2) while each of the two 
hydrants was flowed separately, (3) while both 
hydrants were flowed together, and (4) static condi
tions at the end of testing. The results of such a test at 
one site are shown in Figure 7-27 and Table 7-2. 

7.7.2.2 Tracer Test and Continuous 
Measurements 

A field test was conducted May 24–27, 2004, in the 
Hadnot Point (Camp Lejeune) distribution system 
consisting of three activities: (1) injecting liquid 
CaCl , 35 percent by weight, into the transmission

2

main on the distribution system side of the WTP to 
achieve an elevated conductance and chloride 
concentration, and recording conductivity and 
chloride concentration using continuous recording 

Figure 7-27. Location of Fire Hydrants Used in Fire-Flow 
Test at Site H02. 
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Table 7-2. Field Data Collected During Fire-Flow Test at Site H02 

FF-H02-P0 
Pressure, Psi 

FF-H02-P1 
Pressure, Psi 

FF-H02-P2 
Pressure, Psi 

FF-H02-P3 
Pressure, Psi 

FF-H02-Q1 
Flow, gpm 

FF-H02-Q2 
Flow, gpm 

Static case 
(start) 

53.1 50.7 56.2 52.6 0 0 

Hydrant 1 
flowed 

41.4 37.3 46.8 42.9 773 0 

Hydrant 1+2 
flowed 

29.7 24.5 36.5 32.7 631 579 

Hydrant 2 
flowed 

43.9 40.7 48.1 44.1 0 747 

Static case 
(end) 

53.5 51.2 56.5 52.9 0 0 

1.0 psi = 6.8948 kPa; 1 gpm = 0.0639 L/S 

water-quality monitoring data loggers, (2) injecting 
a sodium fluoride solution into the transmission 
main to achieve an elevated fluoride concentration 
and monitoring fluoride concentration in the 
distribution system, and (3) monitoring distribution 
system pressures with continuous recording data 
loggers attached to selected hydrants and flows and 
tank water levels from SCADA data. In addition to 
continuously recording tracer concentrations and 
conductivity, grab samples were collected for 
quality assurance and quality control (QA/QC) 
purposes. Samples were analyzed at the Hadnot 
Point WTP by ATSDR staff and then also shipped 
to the Federal Occupational Health (FOH) environ
mental laboratory in Chicago, Illinois, for analysis. 
Twenty-seven hydrants were selected in the Hadnot 
Point area as monitoring locations. For monitoring 
conductivity and chloride and fluoride concentra
tions, nine hydrants were equipped with the Horiba 
W-23XD dual probe ion detector (Figure 7-28). For 
monitoring conductivity, nine hydrants were 
equipped with the Horiba W-21XD single probe ion 
detector, thus providing a total of 18 monitoring 
locations for continuously recording conductivity 
data. For pressure measurements, nine hydrants 
were equipped with continuous recording Dixon 
PR300 pressure data loggers (Figure 7-26). 

Results from the chloride injection were used to 
estimate arrival times of the tracer at different 
locations throughout the Hadnot Point WTP area. 
Of special interest are the extremely long arrival 
times—in excess of 16 hours—in the northwestern 
part of the of the Hadnot Point WTP area (Figure 7
29, loggers C01, C02, and F01). Additionally, a 
comparison of arrival times of the calcium chloride 
tracer at logger location C04 with arrival times at 
loggers F04, F05, and F02, led investigators to 
consider that there may have been undocumented 

closed valves in the distribution system (the closed 
valves did not affect C-factor measurements). Post-
test field verification by water utility staff con
firmed the locations of closed valves, as indicated 
by the “•” symbol in Figure 7-29. 

7.7.3 Additional Test Procedures 
A second tracer test was conducted in the Holcomb 
Boulevard WTP area in September-October 2004. In 
this test, the normal fluoride feed was turned off for a 
period of a week and then turned back on and 

Figure 7-28. Horiba W-23XD Dual Probe Ion 
Detector Inside Flow Cell. 
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Figure 7-29. Arrival Times of the Calcium Chloride Tracer 
at Monitoring Locations in Hadnot Point WTP Area, May 
25, 2004. 

monitored for another week. Nine locations in the 
distribution system were equipped with the Horiba W
23XD continuous recording, dual probe ion detector 
data logger.  Minimal labor was required in support of 
this test. Additionally, 16 magnetic flow meters have 
been installed throughout the system and will be used 
in conjunction with future tracer tests to provide 
additional calibration information. 
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7.7.4 Case Study Summary 
This case study presents results from preliminary 
field-test activities used to gather hydraulic and water 
quality data at Camp Lejeune. Field tests to date have 
included: (a) recording system pressures and storage 
tank water levels, and (b) conducting C-factor, fire-
flow, tracer, and travel time tests. The test data are 
being used to assist with hydraulic and water quality 
model calibration. They are also being used to plan 
and carry out a more refined, detailed field test of 
water distribution systems serving military base 
housing. These activities will assist in providing 
much-needed model parameter data for calibrating 
models of the present-day water distribution system. 
The present-day models are needed as a first step in 
reconstructing historical operations during the period 
between 1968 and 1985, as part of an ongoing 
epidemiologic study of childhood diseases at Camp 
Lejeune. 

7.8 Chapter Summary 
The case studies presented in this chapter illustrate 
the various ways in which the tools presented in 
this reference guide can be used. The case studies 
also demonstrate that, for each application, a 
specific analysis methodology needs to be devel
oped depending upon the study objectives and 
available data. 

Berry, J., L. Fleischer, W. E. Hart, C. A. Phillips, and J. 
P. Watson.  “Sensor Placement in Municipal Water 
Networks.”  Journal of Water Planning and Resources 
Management. ASCE, vol. 131. 2005. 

Clark, R.M., E.E. Geldreich, K.R. Fox, E.W. Rice, C.H. 
Johnson, J.A. Goodrich, J.A. Banik, F. Abdesaken. 
“Tracking a Salmonella serovar typhimurium 
outbreak in Gideon, Missouri: Role of Contaminant 
Propagation Modeling.”  Journal of Water Supply 
Research and Technology – Aqua. Vol.45, No. 4, pp 
171-183. 1996. 

EPA.  Stage 2 Disinfectants and Disinfection 
Byproducts Rule, Initial Distribution System Evalua
tion. Draft Guidance.  2003. 

Fennel, H., D.B. James, and J. Morris. “Pollution of a 
Storage Reservoir by Roosting Gulls.”  Journal of 
Society of Water Treatment Exam. 23:5-24. 1974. 

7-25 



A Reference Guide for Utilities 

Geldreich, E.E., K.R. Fox, J.A. Goodrich, E.W. Rice, 
R.M. Clark, and D.L. Swerdlow.  “Searching for a 
Water Supply Connection in the Cabool, Missouri 
Disease Outbreak of Escherichia coli 0157:H7.” 
Water Research 84:49-55. 1992. 

Grayman, W.M., R.M. Clark, and R.M. Males. 
“Modeling Distribution System Water Quality: 
Dynamic Approach.”  Journal of Water Resources 
Planning and Management, ASCE, 114(3). May 
1988. 

Grayman, W.M., R.M. Clark, B.L. Harding, M.L. 
Maslia, and J. Aramini. “Reconstructing Historical 
Contamination Events.”  Water Supply Systems 
Security. Editor L. Mays. Published by McGraw-Hill, 
NY.  pp10.1-10.55. 2004. 

Grayman, W.M., A. Ostfeld, and E. Salamons.  “Red 
Team-Blue Team Exercise for Locating Monitors in 
Distribution Systems.”  Proceedings, ASCE-EWRI 
World Water & Environmental Resources Congress, 
Anchorage, AK. 2005. 

Harr, J.  A Civil Action.  Published by Random House. 
NY.  1995. 

Maslia, M. L., J. B. Sautner, and M. M. Aral.  “Analy
sis of the 1998 Water-Distribution System Serving the 
Dover Township Area, New Jersey:  Field-Data 
Collection Activities and Water-Distribution System 
Modeling.”  Agency for Toxic Substances and Disease 
Registry, Atlanta, GA.  2000. 

Maslia, M. L., J. B. Sautner, M. M. Aral, R. E. Gillig, J. 
J. Reyes, and R. C. Williams.  “Historical Reconstruc
tion of the Water-Distribution System Serving the 
Dover Township Area, New Jersey:  January 1962– 
December 1996.”  Agency for Toxic Substances and 
Disease Registry, Atlanta, GA.  2001. 

Maslia, M. L., J. B. Sautner, C. Valenzuela, W. M. 
Grayman, M. M. Aral, and J.W. Green, Jr.  “Use of 
Continuous Recording Water-Quality Monitoring 
Equipment for Conducting Water-Distribution System 
Tracer Tests:  The Good, the Bad, and the Ugly.” 
Proceedings, ASCE-EWRI World Water & Environ
mental Resources Congress, Anchorage, AK. 2005. 

Murphy, P.J.  “Water Distribution in Woburn, Massa
chusetts.”  The Environmental Institute, University of 
Massachusetts. Amherst, MA. 1986. 

Murray, R., R. Janke, and J. Uber.  “The Threat 
Ensemble Vulnerability Assessment Program for 
Drinking Water Distribution System Security.” 
Proceedings, ASCE-EWRI World Water & Environ
mental Resources Congress, Salt Lake City, UT.  2004. 

Murray, R., J. Uber, and R. Janke.  “A Model for 
Estimating the Acute Health Impacts Resulting from 
Consumption of Contaminated Drinking Water.” 
Proceedings, ASCE-EWRI World Water & Environ
mental Resources Congress, Anchorage, AK. 2005. 

NJDHSS. “Case-Control Study of Childhood Cancers 
in Dover Township (Ocean County), New Jersey.” 
NJDHSS, Division of Epidemiology, Environmental 
and Occupational Health. Trenton, NJ. 2003. 

Ostfeld A., and E. Salomons. “A Stochastic Early 
Warning Detection System Model for Drinking Water 
Distribution Systems Security.”  Proceedings, ASCE
EWRI World Water & Environmental Resources 
Congress, Salt Lake City, UT.  2004. 

Rossman, L.A., R.M. Clark, and W.M. Grayman. 
“Modeling Chlorine Residuals in Drinking Water 
Distribution Systems.”  Journal of Environmental 
Engineering, 120(4):803-820. July/August 1994. 

Sautner, J. B., M. L. Maslia, C. Valenzuela, W. M. 
Grayman, M. M. Aral, and J. W. Green, Jr.  “Field 
Testing of Water-Distribution Systems at U.S. Marine 
Corps Base, Camp Lejeune, North Carolina, in 
Support of an Epidemiologic Study.”  Proceedings, 
ASCE-EWRI World Water & Environmental Re
sources Congress, Anchorage, AK. 2005. 

Uber, J., L. Rossman, and F. Shang.  “Extensions to 
EPANET for the Fate and Transport of Multiple 
Interacting Chemical or Biological Components.” 
Proceedings, ASCE-EWRI World Water & Environ
mental Resources Congress, Salt Lake City, UT. 
2004a. 

Uber, J, R. Janke, R. Murray, and P. Meyer.  “A Greedy 
Heuristics Model for Locating Water Quality Sensors 
in a Water Distribution System.”  Proceedings, ASCE
EWRI World Water & Environmental Resources 
Congress, Salt Lake City, UT.  2004b. 

Walski, T.M., D.V. Chase, D.A. Savic, W. Grayman, S. 
Beckwith, and E. Koelle.  Advanced Water Distribu
tion Modeling and Management.  Haestad Press, 
Waterbury, CT.  2003. 

7-26 




	Calibrating Distribution System Models with Fire- Flow Tests
	Calibration Guidelines for Water Distribution System Modeling
	Calibration of Hydraulic Network Models - Ormsbee and Lingireddy
	Front Matter
	Table of Contents
	14. Calibration of Hydraulic Network Models
	14.1 Introduction
	14.1.1 Network Characterization
	14.1.2 Network Data Requirements
	14.1.3 Model Parameters

	14.2 Identify the Intended Use of the Model
	14.3 Determine Estimates of the Model Parameters
	14.3.1 Pipe Roughness Values
	14.3.1.1 Chart the Pipe Roughness
	14.3.1.2 Field Test the Pipe Roughness

	14.3.2 Distribution of Nodal Demands
	14.3.2.1 Spatial Distribution of Demands
	14.3.2.2 Temporal Distribution of Demands


	14.4 Collect Calibration Data
	14.4.1 Fire-Flow Tests
	14.4.2 Telemetric Data
	14.4.3 Water-Quality Data

	14.5 Evaluate the Results of the Model
	14.6 Perform a Macro-Level Calibration of the Model
	14.7 Perform a Sensitivity Analysis
	14.8 Perform a Macro-Level Calibration of the Model
	14.8.1 Analytical Approaches
	14.8.2 Simulation Approaches
	14.8.3 Optimization Approaches

	14.9 Future Trends
	14.10 Summary and Conclusion
	References

	Index

	Determining The Accuracy of Automated Calibration of Pipe Network Models
	CD-ROM Main Menu
	Full Text Search
	Proceedings Information
	Contents
	Plenary Session
	Securing Our Water Future for fhe Gold Coast
	Water Supply Issues Facing Severn Trent Water
	A View from the Bridge: A Utility Leader's Vision of the Future

	Keynote Address
	The State of the World’s Water and New Thinking for fhe Future

	Track A
	Session A-1: History of Water Distribution Systems Analysis
	Water Distribution System Analysis Before Digital Computers
	The History of Water Distribution Network Analysis: The Computer Age
	A Quarter of a Century of Water Quality Modeling in Distribution Systems
	The Evolution of Optimizing Water Distribution System Applications

	Session A-2: Applications of Network Models
	Modern Solutions To Older Water Distribution Systems
	Midwestern Systems Distribution Water Quality Program
	Integrated Hydraulic Model And Genetic Algorithm Optimization For Informed Analysis Of A Real Water System
	Fire Flow Analysis for Optimal Network Improvement

	Session A-3: Network Planning Studies
	Development of a Phased Water Master Plan using Optimization
	Detailed Distribution System Modeling for a Regional Water Master Plan
	Updating Water Master Plan – How Phoenix Projected Water Demands Using GIS
	How Emergency Interconnection Studies Can Improve Reliability of Service for Water Utilities

	Session A-4: Stochastic Approaches to Network Problems
	Fixture-Level Human Exposure Calculation Model
	Probabilistic Leak Detection in Pipe Networks Using the SCEM-UA Algorithm
	Stochastic Demand Generated Unsteady Flow in Water Distribution Networks
	Using Monte-Carlo Simulation to Evaluate Alternative Water Quality Sampling Plans

	Session A-5: Pipe Replacement and Rehabilitation - I
	Development of a GIS Based Infrastructure Replacement Prioritization System; A Case Study
	Failure Assessment Model to Prioritize Pipe Replacement in Water Utility Asset Management
	Water Pipes Asset Management: Evaluation of EU CARE-W
	Methodological Approach for the Rehabilitation of Water Distribution Systems: Case Study Application base on the CARE-W System

	Session A-6: Pipe Replacement and Rehabilitation - II
	External Effects of Pipe Bursts
	Application of a Technical Performance Assessment Tool to Support Water Distribution Systems Rehabilitation
	Rehabilitation, Repairing and Leakage Detection Optimization in Water Distribution Systems
	Statistical Analysis of Water Main Failures in the Distribution Network of an Italian Municipality

	Session A-7: Asset Managment
	Substandard Supply Minutes in the Netherlands
	Probability Failure Analysis Due To Internal Corrosion In Cast Iron Pipes
	Water Distribution Systems Evaluating Method Based on Value Engineering: Case Study
	Water Infrastructure Asset Management: Methodology to Define Investment Prioritization

	Session A-8: Valve Failure and Criticality
	Effect of Valve Failures on Network Reliability
	Using Criticality Analysis to Identify the Impact of Valve Location
	Valve Criticality Modeling
	Communicating with Hydraulic Models


	Track B
	Session B-1: Water Loss Managment and Control 
	Applying Worldwide Best Management Practices for Water Loss Control
	Pressure-Leakage Relationships in Urban Water Distribution Systems
	Bottom-Up Analysis for Assessing Water Losses: A Case Study
	The Minimum Night Flow Method Revisited

	Session B-2: Intermittent and Pressure Dependent Demands
	An Evaluation of the Robustness of the Sample UK Water Distribution System Configurations to Operational Stresses
	Modelling Intermittent Water Supply Systems with EPANET
	Slow Transient Pressure Driven Modeling in Water Distribution Networks
	Efficient Pressure Dependent Demand Model for Large Water Distribution Systems Analysis

	Session B-3: Water Demands - I: Stochastic Models
	Combining the Probabilistic Demand Model SIMDEUM With A Network Model
	Water Demand Models for a Small Number of Users
	Effect of Time Step & Data Aggregation on Cross Correlation of Residential Demands
	Cross Correlation Analysis of Residential Demand in the City of Milford, Ohio

	Session B-4: Water Demands - II: Domestic Use Across the Globe
	Profiling Residential Water Consumption
	Analysis of Household Water Demand Patterns by Meters Recording
	An Evaluation of Domestic and Non-Domestic Water Consumption in South Africa
	Modelling the Greater Athens Water Distribution Network for Demands Associated with the 2004 Olympic Games

	Session B-5: Water Demands - III: Forecasting
	Water Demand Analysis in Urban Region by Neural Network Models
	Short-Term Water Demand Forecasting: A Case Study
	Water Distribution Systems Demand Forecasting with Pattern Recognition
	Instantaneous Water Demand Parameter Estimation from Coarse Meter Readings

	Session B-6: Hydraulic Transients - I: Leak Detection
	Implementation of Hydraulic Transient and Steady Oscillatory Flow With Genetic Algorithms for Leakage Detection in Real Water Distribution Networks
	Analytical Solution for Transients in Pipeline with Variable Boundary Conditions: Leak Detection in Pipe Networks Using the Coded Transients
	Laplace-Domain Comparison of Linear Models of a Reservoir-Pipe-Valve System with a Leak
	Transient-Based Periodical Pipeline Leak Diagnosis

	Session B-7: Hydraulic Transients - II: Modeling
	Assessing the Degree of Unsteadiness in Flow Modeling: From Physics to Numerical Model
	Water Pipe System Diagnosis by Transient Pressure Signals
	Sizing and Design of an Air Chamber – Transient Modeling Results and Field Test Comparisons
	Using Surge Modeling to Determine Distribution System Vulnerability to Backflow

	Session B-8: Hydraulic Transients - III: Wave Reflection & Surge Control
	Limiting Surge Pressures and Resonance through Tailored Wave Reflection
	Transient Reflection Analysis to Identify Problems with a Raw Water Pumping Main
	Optimal Design of Pressure Surge Control Devices in Water Distribution Systems


	Track C
	Session C-1: Network Topology & Calibration - I
	Aggregation of Water Distribution Systems for Contamination Detection
	Efficient Supply Network Management Based on Linear Graph Theory
	Impact of Model Skeletonization on Water Distribution Model Parameters as Related to Water Quality and Contaminant Consequence Assessment
	Verification of Sampling Design for Water Distribution Networks Calibration

	Session C-2: Network Topology & Calibration - II
	Calibration Procedures for Extended Period Simulation Models
	Determining the Accuracy of Automated Calibration of Pipe Network Models
	Quantitative Results of EPS Model Calibrations with A Comparison to Industry Guidelines
	Calibration and Data Collection for Hydraulic Models for Alternative Model Purposes

	Session C-3: Network Contamination Incidents
	A Reinterpretation of the 2002 Attempted Water Terror Attack on the US Rome Embassy-- Don't Underestimate the Enemy
	Modeling the Propagation of Waterborne Disease in Water Distribution System: Results from a Case Study
	Modelling a Water Pollution Incident
	A Model for the Chemical and Biological Agent Attacks on Water Distribution Systems

	Session C-4: Network Hydraulic Modeling
	A Two Point Linearization Method For Snapshot Simulation Of Water Distribution Systems
	Hydraulic Power Analysis for Determination of Characteristics of a Water Distribution System
	On The Convergence Properties of the Different Pipe Network Algorithms
	Towards Realistic Extended Period Simulations (EPS) in Looped Pipe Networks

	Session C-5: Optimal Pump Scheduling
	Ant-Colony Optimization for Optimal Pump Scheduling
	Pump Scheduling Optimization in Four US Cities: Case Studies
	Synthesis of Feedback Control for Pump Operation in Water Distribution System
	Acquisition of Optimal Operational Strategies for Water Distribution Systems using Evolutionary Algorithms, Machine Learning and Preference Ordering Routine

	Session C-6: Optimal Network Design and Operation - I
	Discussion of Network Design and Scheduling Problems
	Optimal Design of Water Distribution Systems including Water Quality and System Uncertainty
	Sustainability Objectives for the Optimization of Water Distribution Networks
	Comparison Harmony Search with Other Meta-Heuristics in Water Distribution Network Design

	Session C-7: Optimal Network Design and Operation - II
	Cost Considerations and General Principles in the Optimal Design of Water Distribution Systems
	Experience in the Application of a Methodology for the Determination of Optimal Pressure in Water Distribution Networks
	Optimized Design of the City of Ottawa Water Network A Genetic Algorithm Case Study
	Shawnee Road Pump Station Upgrade, Niagara County Water District

	Session C-8: WDSA Potpourri
	Identification, Prioritization and Implementation of the Use of the Distribution System Water Quality Model
	Improving Water Quality by Optimizing Reservoir Operation
	Development of Artificial Intelligence Systems for Analysis of Water Supply System Data
	SCA-Red, a General Purpose Scada Application for Taking Decisions in Real Time With the Aid of a Hydraulic Model


	Track D
	Session D-1: Network Design for Contamination Warning Systems
	Formulation and Optimization of Robust Sensor Placement Problems for Contaminant Warning Systems
	Scheduling Manual Sampling for Contamination Detection in Municipal Water Networks
	Real Time Water Demand Estimation in Water Distribution System
	On-Line Analysis with EPANET

	Session D-2: Water Quality Monitoring Case Studies
	An Integrated Modular Approach to Water Distribution System Monitoring
	City of Ann Arbor's Multi-Objective Monitoring Location Strategy
	Distribution System Monitoring Research at Charleston Water System
	Sensor Networks for Monitoring Water Supply and Sewer Systems: Lessons from Boston

	Session D-3: Battle of the Water Sensor Networks
	Efficient Algorithm for Contaminant Detection in Water Distribution
	Heuristic Method for the Battle of the Water Network Sensors: Demand-Based Approach
	Optimization Model and Algorithms for Design of Water Sensor Placement in Water Distribution Systems
	Predator - Prey Model for Discrete Sensor Placement
	Multi-Objective Optimization of Sensor Placement in Water Distribution Systems
	A "Strawman" Common Sense Approach for Water Quality Sensor Site Selection
	Multi-Objective Sensor Design for Water Distribution Systems
	Optimizing Sensor Placements in Water Distribution Systems Using Submodular Function Maximization
	Sensor Network Design Proposal for the Battle of the Water Sensor Networks
	A Heuristic Method for Water Quality Sensor Location in a Municipal Water Distribution System: Mass-Released Based Approach
	A Facility Location Approach to Sensor Placement Optimization
	Battle of the Water Sensor Networks
	Multi-Objective Optimization for Monitoring Sensor Placement in Water Distribution Systems
	Iterative Deepening of Pareto Solutions in Water Sensor Networks

	Session D-4: Contamination Warning Systems
	Customer Feedback Tool for Distribution System Monitoring for Improved Drinking Water Surveillance
	DHS Domestic Municipal End-To-End Water Security Architecture Study
	Optimization of Operational Response to Contamination in Water Networks
	Real World Operational Testing and Deployment of an On-line Water Security Monitoring System

	Session D-5: Integrating Network Models with GIS/SCADA
	Integrating GIS, CIS and Telemetry Systems to Develop an Integrated Modelling System
	Sustainable Modelling
	GIS and Model Applications from an Integrated System
	Bringing Up To Date WDS Models by Querying. an EPANET-Based GIS Geodatabase

	Session D-6: Contamination Source Identification - I
	Adaptive Contamination Source Identification in Water Distribution Systems Using Evolutionary Algorithm-based Dynamic Optimization Procedure
	Determining Possible Contaminant Sources through Flow Path Analysis
	Source Inversion With Uncertain Sensor Measurements
	Uncertainty Effects on Pollution Source Location in Water Networks

	Session D-7: Contamination Source Identification - II
	Addressing Non-Uniqueness in a Water Distribution Contaminant Source Identification Problem
	Optimal Sensors Layout for Contamination Source Identification in Water Distribution Systems
	Sensor Location Design for Contaminant Source Identification in Water Distribution Systems
	On the Placement of Imperfect Sensors in Municipal Water Networks

	Session D-8: Real-Time Water Quality Event Detection
	Multivariate Applications for Detecting Anomalous Water Quality
	On-Line Monitoring Of Water Distribution Systems: Data Processing And Anomaly Detection
	Performance Evaluation of Real-Time Event Detection Algorithms
	Testing Water Quality Change Detection Algorithms


	Track E
	Session E-1: Impact of Network Retention Time - I
	Manage the Retention Time is the Answer, but What was the Question?
	The Weak Link in the Provision of Safe Drinking Water
	Improving the Representation of Age of Water in Drinking Water Distribution Networks to Inform Water Quality
	Closed-Form Solution to Water Age in Distribution Systems
	Dual Water Distribution Systems in China

	Session E-2: Impact of Network Retention Time - II
	A DBP Control Method Using Localized Treatment and Distribution System Modeling
	Chlorine Residual as a Predictor of Trihalomethane Values
	Fluoride Tracer Test Planning & Implementation to Support WDS Model Calibration and IDSE Compliance
	Residence Time from Tracer Tests: Field Experience and Calculation Techniques

	Session E-3: Water Quality Monitor Instrumentation
	Using UV254 as a TOC Surrogate for Intentional Contaminant Detection in Drinking Water Distribution Systems
	Performance of a True Real Time, On Line Surveillance System for Waterborne Pathogens
	Study on Evaluation of On-Line free Chlorine Sensors in Water Supply Facilities
	Sensor-Based Water Parcel Tracking

	Session E-4: Water Quality Modeling - I: Disinfection and Decay
	Predicting the Loss of Chlorine and Chloramine Residuals in Metallic Pipes
	Transport Kinetics of Bromoform Formed in Desalinated Water
	Use of Bayesian Statistics to Study Chlorine Decay within a Water Distribution System
	Constituent Modeling for Gross Alpha (GA) Concentration Compliance, Blending High-GA Groundwater With Low GA-Surface Water

	Session E-5: Water Quality Modeling - II: Corrosion
	An Extended 1-D Transient Corrosion Model Including Multi-Component Chemical Species
	Functions of Drinking Water Pipe Materials- Reason or Result of Water Quality?
	Red Water and Discoloration in a WDS; A Numerical Simulation

	Session E-6: Water Quality Modeling - III: Mixing in Pipes and at Junctions
	Contaminant Mixing at Pipe Joints: Comparison between Laboratory Flow Experiments and Computational Fluid Dynamics Models
	High Fidelity Computational Fluid Dynamics for Mixing in Water Distribution Systems
	Transport Phenomena at Intersections of Pressurized Pipe Systems
	Integrating Distribution Network Models with Stochastic Water Demands And Mass Dispersion

	Session E-7: Microbiology of Pipe Networks - I
	Assessment of Microbiological Water Quality after Low Pressure Events in a Distribution System
	Data Mining to Inform Total Coliform Monitoring Plan Design
	Microbial Characterization of Drinking Water Systems Receiving Groundwater and Surface Water as the Primary Sources of Water
	An Innovative Approach to Detecting Mycobacterium in Drinking Water Systems

	Session E-8: Microbiology of Pipe Networks - II (Biofilms)
	Numerical Simulation and Experimental Validation of Biofilms during Contamination Events
	Biofilm: Shelter or Barrier in Drinking Water Distribution Systems?
	Interaction of Introduced Biological Agents with Biofilms in Water Distribution Systems


	Poster Session
	Application of Pseudo-Parallel Genetic Algorithm in Optimal Operation on Multisource Water Supply Network
	Assessing Uncertainty in Chlorine Residual Predictions in Drinking Water Distribution System
	Consequence Management Utilizing Optimization
	Consumer Concerns and Preference-Tradeoffs in Home Plumbing Systems
	Demand Loading Conditions: To What Extent are They Representative?
	Developing a Model for Disinfection By-Products in a Water Distribution System
	Estimating the Economic Losses or Damages from a Waterborne Disease Outbreak: Development of a Simulation Model
	Evaluation Models of Deteriorated Water Mains for Replacement/Rehabilitation by Field Surveying
	Experimental Investigation Into The Turbulent-Flow Hydraulics Of Small Circular Holes In Plastic Pipes
	Graph Theory Based Algorithms for Water Distribution Network Sectorization Projects
	Laboratory and Flow Loop Validation and Testing of Operational Effectiveness of an On-line Security Platform for the Water Distribution System
	Low Leakage in the Netherlands Confirmed
	Microbial Characterization Of Drinking Water Systems Receiving Groundwater And Surface Water As The Primary Sources Of Water
	Modelling of Soil Diffusibility on Leakage Characteristics of Buried Pipes
	Monitoring Network Design for the Malicious Source Identification Problem
	Multi-Objective Optimal Rehabilitation of Hydraulic Networks based on the Cost of Reliability
	Sensor Placement for Contaminant Source Identification
	Study of Water Quality Sensors Locations Optimization and Signals Analysis Based on Dynamic Water Quality Path
	Using In-Pipe Data Sonde Arrays for Security and Quality Monitoring in the Water Distribution System
	Water Distribution Network Optimization by Maximizing the Pressure Uniformity at Service Nodes
	Water Loss Detection via Genetic Algorithm Optimization-based Model Calibration



	ExplicitNetworkCalibration
	Field Testing of Water Distribution Systems at U.S. Marine Coprs Base, Camp Lejeune
	Technique for Calibrating Network Models
	Tracer Tests for Network Model Calibration
	CD Main Menu
	Search
	Help
	Table of Contents
	Proceedings Information
	Author Index
	A - K
	L - Z

	Arid Lands
	Assessment and Analysis of Water Resources in Iraq
	Iraq's Marshlands - Demise and the Impending Rebirth of an Ecosystem
	Iraq Water Resources Evaluation: An Overview of the Existing Conditions
	Macro- and Micro-Scale Circulation Modeling in the Mesopotamian Marshlands of Southern Iraq

	Drought
	Desertification of Northeast Tibetan Plateau Grassland and Its Significance
	Decadal-Scale Precipitation Variations in Arid and Semi-Arid Zones of Northern China During the Last 500 Years
	Developmental Characteristics of Aeolian Sand Geomorphology and Their Environmental Changes in the Adjoining Region of Puruogangri Ice Sheet, North Tibet Plateau
	Measurements of Dust Deposition in Arid and Semi-Arid Regions, China
	Desertification in Sunite Steppe of Inner Mongolia, China

	Hydraulics
	Uncertainty in Low-Flow Data from Three Streamflow-Gaging Stations on the Upper Verde River, Arizona
	Headcut Analysis for Off-Channel Gravel Pits in Arid Environments
	Estimating Stage Discharge Uncertainty for Flood Damage Assessment
	Hazard Zone Delineation for Urbanized Alluvial Fans

	Hydrology
	Autorun Persistence of the Great Salt Lake Water Level Fluctuations
	Application of TOPNET in the Distributed Model Intercomparison Project (DMIP)
	Contrasting the Impact of the Natural Hydrologic Cycles and Legacy Highway Construction on Farmington Bay Wetlands of the Great Salt Lake
	Use of Remotely Sensed Data to Estimate the Flow of Water to a Playa Lake
	Model Performance Evaluation of Distributed Hydrological Modeling for Semi-Arid Regions
	Estimating the Return Period of Multiyear Droughts
	An Approach to Estimating the Frequency of Playa Lake Flooding
	Real Time Rainfall-Runoff Modeling on Alluvial Fans, Floodplains, and Watersheds

	Hydrometeorology
	Climate Regionalizing for the Assessment of ENSO, NAO and SST Effect on Regional Meteorological Drought: Application of Fuzzy Clustering
	Climate Change and its Effects on California Water Resources
	Linkages Between Large-Scale Climatic Variations and Seasonal Variations of Precipitation in the Colorado River Basin
	Forecasting of Lower Colorado River Basin Streamflow Using Pacific Ocean Sea Surface Temperatures and ENSO

	Water Quality
	Physical Habitat and Sediment in the Lower Virgin River
	Salt Balance in the Rio Grande Project from San Marcial, New Mexico to Fort Quitman, Texas
	Phosphorus Loading in Furrow Irrigation Tailwater
	Bird Use of Habitat Created by Irrigation and Drainage Practices in the Delta, Utah Area

	Water Supply
	Optimization of Water Resources for the Salt Lake Valley
	Cache Valley: Optimizing Sustainable Water Use and Ecosystems While Considering Water Rights
	Evaluating Effects of Water Rights Diversions in Coastal California Streams over Spatial and Temporal Scales
	Salt Lake City—Watershed Management Plan

	Water Supply and Perennial Rivers
	Texas Statewide Water Planning: The Regional Water Planning Concept
	Stochastic Analysis of the Truckee River Flow System
	Well Spacing and Its Impacts on Surface Water Flow in El Paso Lower Valley
	Erosion and Overbank Deposition: Effects on Mercury Transport in the Carson River, Nevada


	Best Management Practices Technology
	ASCE BMP Database
	Why is it so Difficult to Acquire Reliable BMP Performance Data?
	Analyses of the Expanded EPA/ASCE International BMP Database and Potential Implications for BMP Design

	BMP Modeling Techniques
	Modeling Concepts for BMP/LID Simulation
	Hydrologic Characteristics Simulation for BMP Performance Evaluation
	Modeling Effectiveness of Bioretention Cells for Control of Stormwater Quantity and Quality
	The Villanova Bio-Infiltration Traffic Island: Project Overview
	Assessing TMDL's and Management of Phosphorous Pollution Using Data and Model for the Cannonsville Watershed, NY
	Design of a Decision Support System for Selection and Placement of BMPs in Urban Watersheds

	BMP Monitoring and Performance
	Monitoring Data on Effectiveness of Sediment Control Techniques
	Retention Pond Performance: Examples from the International Stormwater BMP Database
	Detention Basin Retrofit: Optimization of Water Quality Improvement and Flood Control

	BMP Technology in Pacific Rim Region
	The Best Management Practices of Tea Farm on High Mountain Areas
	Optimal Best Management Practices (BMPs) Placement Strategies - Application to Fei-Tsui Reservoir Watershed in Taiwan
	A BMP System for a Clay Mining Facility in Taiwan
	Best Management Practices (BMPs) for Lakes in Yunnan of China
	Nonpoint Pollution Control for the Xili Reservoir in Shenzhen, China
	To Improve the Quality of Urban Water Environment in China: Technology and Demonstration Projects

	BMPs and EPA Programs
	Trading Allowances for Stormwater Control: Hydrology and Opportunity Costs
	Land Use and Seasonal Effects on Urban Stormwater Runoff Microorganism Concentrations
	Managing Microbial Contamination in Urban Watersheds

	BMPs in the Heartland
	Life Cycle Analysis Factors for Construction Phase BMPs in Residential Subdivisions
	A Comparison of Best Management Practices: International, National, and Regional
	Herding Cats: BMP Manual Development in a Bi-State Metropolitan Region
	Herding More Cats: Developing Vision, Principles, and Priorities for an Integrated Stormwater Management Program

	Coarse Solids, Floatables, and Debris
	Catchbasins and Inserts for the Control of Gross Solids and Conventional Stormwater Pollutants
	The Role of Street Cleaning in Stormwater Management
	Broadway Outfall Stormwater Retrofit Incorporating a CDS Unit
	Evaluation of Monitoring and Analysis Methods Yielding Significant Differences in BMP Efficiency

	CSO Applications
	Street Surface Storage for Control of Combined Sewer Surcharge
	Risk-Based Optimal CSOs Curve Designs for Stormwater Quality Control
	Ceramic Membrane Filtration: An Alternative Wet Weather Management Technology
	Continuous Deflective Separation (CDS) Use for Treating Sanitary Wet Weather Flows

	Current and Future Directions in BMP Technology: Keynote Presentations
	Milwaukee’s Integrated Approach: A Watershed Moment

	EPA BMP Design
	BMP Design Guidelines: Vegetative Biofilters
	General Considerations in BMP Design
	Constructed Wetlands vs. Retention Pond BMPs: Mesocosm Studies for Improved Pollutant Management in Urban Stormwater Treatment

	Erosion and Sediment Control BMPs
	On and Off Site Sediment Control Using Silt Fence
	National Benefits of Erosion and Sediment Control Regulations
	The Effect of Stormwater Controls on Sediment Transport in Urban Streams

	Highway BMPs
	Study on the Surface Infiltration Rate of Permeable Pavements
	Water Quality Friendly Field Operations Yard Construction
	Optimization of Detention Basins for Highway Runoff Control
	Performance and Design of Vegetated BMPs in the Highway Environment
	Optimization of Roadside Infiltration for Highway Runoff Control

	Low Impact Development (LID) BMP Technology 1: Planning Tools
	Evaluating Bioretention Areas from Two Field Sites in North Carolina
	BMP Model for Low-Impact Development
	The Selection of Appropriate Satellite Sources of Impervious Surface Information for Urban Hydrology
	A Planning Tool for Watershed LID-BMP Implementation

	Low Impact Development (LID) BMP Technology 2: Control Practices
	Evaluating the Effectiveness of Stormwater Reduction Practices Using Continuous Simulation
	Filterra® by Americast: Advanced Bioretention System Discussion of the Pollutant Removal Mechanisms and Design Strategies
	Infiltration Strategies for LID

	Treatment Technology
	Properties, Mechanisms, and Application of Porous Pavement as an Environmentally-Conscious Construction Material for the Built Environment
	Particle Separation by In-Situ Partial Exfiltration of Rainfall-Runoff
	Modeling Stormwater Quantity Attenuation by a Partial Exfiltration System
	Management of Stormwater Heavy Metals Using Media Filtration
	Stormwater Characteristics as Contained in the Nationwide MS4 Stormwater Phase 1 Database
	High Level Treatment of Stormwater Heavy Metals


	General Conference
	Climate and Meteorology
	Climate and Meteorology
	Event-Based Comparison Between General Circulation Model Precipitation Results and Point Observations
	Effect of Cities on Rainfall and the Implications for Drainage Design
	Seasonal Precipitation Prediction Using Large Scale Climate Signals
	Near-Term Forecasting of Surface Water Supplies for a Regional Water Utility
	Climate Warming Adaptation for Urbanizing Floodplains: Economic-Engineering Analysis
	Scenario-Tree Framework for Streamflow Forecasting and Water Resources Decision Support
	Regional Performance of NOAA/CPC Seasonal Climate Temperature Forecasts
	Utility of Streamflow Forecasts Derived from Seasonal Precipitation Forecasts
	Effects of Climate Change on Irrigation Decisions and Low Flow Frequency for a Typical Agricultural River Basin of the Midwestern US
	Generating Historically-Based Synthetic Distributed Precipitation Data
	Dialogue on Adaptation to Climate Change in the Okanagan Basin, British Columbia, Canada
	Characterizing the Spatial Variability of Rainfall Across a Large Metropolitan Area
	A Multiple Approach to Rainwater as a Renewable Resource


	Environmental Water Quality Issues
	Clean Water Act (CWA) Issues
	Multiple Regression Approach in Predicting Highway Runoff Pollutants Concentration

	Minimizing Environmental Impacts
	De-Silting Lake Nasser with Slurry Pipelines
	Optimal Site Selection for Military Land Management
	Clay Surface Imaging - Atomic Force Microscope and Environmental Scanning Electron Microscope
	Forecast Simulations of 3-D Fish Response to Hydraulic Structures

	Spill Control for NPDES Phase II Compliance
	Role of Spill Prevention and Control in Meeting NPDES Requirements
	Rainfall and Runoff Variation Analysis for Water Resources Management Strategies
	A Review of Stormwater Quality Data for Salt Lake County, Utah

	Storm Sewer Overflow
	Optimizing Meter Locations in Sewage Networks for Sanitary Sewer Overflows (SSOs) Detection
	Reaching Multiple Audiences with One Droplet: The Salt Lake County Storm Water Coalition’s Media Outreach Campaign

	TMDLs
	Development of Pathogen TMDLs within a Stochastic Framework
	A Methodology for Robust Total Maximum Daily Load Allocations
	An Approach to Establishing Risk Based Margins of Safety for Total Maximum Daily Loads for Phosphorus in Lakes
	Biologic Indicators to Assess Impairment and Correlation to Total Suspended Solids, Belle Fourche River, South Dakota
	Development of Flow-Based TMDLs for Fecal Coliform
	Stormwater Treatment Areas: Constructed Wetlands for Phosphorus Removal in South Florida Surface Waters


	Ground Water Issues Symposium
	Ground Water Modeling
	Transboundary Water Resources of the West Bank


	Hydraulics
	Hydraulic Design for Fish Passage
	Rehabilitation for Exist Fishway of Jaeezan Diversion Dam and Find a Possibility for Installing a Fishway at Exist Behbahan Diversion Dam in Iran
	Fish Passage for Warm Water Fish Species

	Hydraulic Modeling
	Grenup Lock Filling and Emptying System Study
	Hydro-Induction Sediment Discharge Technique for Preventing Sedimentation in Hydropower Dams
	Red River CWMS Watershed Modeling
	Re-Channelization of Stream Channels Affected by an Extreme Flood Due to the 2002 Typhoon Rusa in Korea
	Two-Dimensional Modeling of Time-Varying Hydrodynamics and Juvenile Chinook Salmon Habitat in the Hanford Reach of the Columbia River
	Modeling Channel-Floodplain Co - Evolution in Sand-Bed Streams
	Comparison of HEC-RAS and MIKE11 Unsteady Flow Modeling for the Tillamook Valley
	Characterization of Turbulent Open Channel Flow in a Full Scale Spiral Corrugated Culvert
	Application of Suction Scoops to Improve Pump-Approach Flow Distributions in Three-Pump Intake Bays
	High Yield Riverbank Filtration Systems for Public Water Supply: Measuring the Impact of Riverbed Plugging

	Hydraulics at Confluences
	Monitoring and Simulating 3-D Density Currents at the Confluence of the Snake and Clearwater Rivers
	Modeling Entrainment of Air at Turbulent Free Surfaces

	Hydraulics of Open Channels
	Methods for Determining Manning’s Coefficients for Illinois Streams
	Energy Dissipation Through Screens
	Predicting Depth-Averaged Velocities in Trapezoidal Channels
	Determination of Critical and Normal Depths Using Excel

	Hydraulics of Vegetated Channels
	Comparing Techniques to Estimate Roughness Due to Vegetation
	Flow Resistance of Emergent Vegetation
	3D Numerical Simulation of Compound Open Channel Flows with Vegetated Floodplains by Reynolds Stress Model

	Modeling Tidal Hydraulics
	Techniques and Measurements for Flows and Water Levels in a Large Northern Delta
	Automated Incremental Loading of Numerical Hydrodynamic Engines
	Depth-Averaged 2-D Model of Tidal Flow in Estuaries


	Hyrdologic Processes
	Applications of Stochastic Processes in Water Resources and Environmental Systems
	The Joint Probability of Rainfall and Runoff Deficits in the Netherlands
	Probabilistic Modeling of Activated Sludge Systems: Strategies for Reducing Process Uncertainty

	Depressional Wetlands Water Budget Models
	A Hydrologic Functional Assessment Model for Depressional Wetlands
	Verification of Wetland Restoration Using Mathematical Models

	GIS Hydrologic Distributed Modeling I: Applications
	Development of a GIS-Based Stormwater Quality Management Planning Tool
	ArcGIS-SWAT: A GIS Interface for the Soil and Water Assessment Tool (SWAT)

	GIS Hydrologic Distributed Modeling II: Model Selection
	Digital Terrain Model Processing for Integrated Hydraulic Analysis and Floodplain Mapping
	GIS: An Effective and Efficient Tool for Prioritization of Floodplain Mapping Studies

	Hydrologic Processes - Data Centric
	Estimation of Uncertainties in Hydrometric Measurements
	Applicability of Various Clustering Techniques for Regional Frequency Analysis

	Hydrologic Processes - Modeling
	Hydrologic Modeling of a Large Agricultural Watershed in Illinois Using BASINS-HSPF
	Modeling the Complex Hydrology and Hydraulics of the Lower Cache River
	A Bayesian Hierarchical Nonhomogeneous Regional Flood Model for New South Wales, Australia
	Performance Evaluation of Physically Based Distributed Hydrologic Models and Lumped Hydrologic Models
	Development of Non-Homogeneous and Hierarchical Hidden Markov Models for Modelling Monthly Rainfall and Streamflow Time Series
	Quantifying the Influence of Spatial Variability on the Run-On Process: A Numerical Study


	International Issues
	International Drought Research and Management
	Water Loss in the Potomac River Basin During Droughts
	Establishing Drought Warning System Based on Long-Lead Weather Forecasting

	International Water Management
	Software for Optimizing International Water Resources Management


	Irrigation and Drainage
	Estimation of Soil and Crop Hydraulic Properties
	Evaluating the Transport of Pesticides in Tropical Soils in Hawaii
	Methodology for Estimating Specific Yield in Shallow Water Environment Using Continuous Soil Moisture Data
	Another Look at Wetted Perimeter Along Irrigated Furrows – Modeling Implications
	Development of Procedures for Estimating Infiltration Model Parameters
	Modified Two-Point Method for Closed-End Level-Bed Furrows
	Correcting the Volume Balance Equation for Shape Factors During Advance

	Irrigation and Drainage
	Optimal Control of Irrigation Canals Using Recurrent Dynamic Neural Network (RDNN)
	Rubber Dams in Bangladesh Harness Surface Water for Farmers to Irrigate at Lesser Cost
	Determination of Residential Irrigation Water Use in Florida
	Hydraulic Model Study of Tehama-Colusa Canal


	Models and Advanced Computing
	Calibration, Data Assimilation, and Uncertainty in Water Resource Models
	A Calibration Model for CE-QUAL-W2
	Performance of Automated Calibration for Water Distribution Systems
	Calibration and Validation of Long-Term Streamflow Forecasting Models
	Automatic Calibration and Uncertainty Analysis of a Watershed Model
	Impact of Data Collection and Calibration of Water Distribution Models on Model-Based Decisions

	Computational Fluid Dynamics
	CFD Predication and Validation of Butterfly Valve Hydrodynamic Forces
	Fast-Track Design Efforts Using CFD: Bonneville Second Powerhouse

	Decision Support Systems
	Multi-Objective Conjunctive Use Optimization

	Evolutionary Computation
	Multi-Objective Evolutionary Algorithms for Cost-Effective Management of Ecosystem Services in a Watershed
	Interactive Genetic Algorithm Framework for Long Term Groundwater Monitoring Design
	Comparing Formulations for Multi-Objective Groundwater Remediation Design Under Uncertainty
	Optimal Operation of Multi-Reservoir River Systems Using an Artificial Life Algorithm
	Constraint-Handling Techniques for Evolutionary Algorithm-Based Management of Water Supply and Irrigation Canal Networks
	Evaluation of Constraint-Handling Techniques for Evolutionary Algorithm-Based Watershed Management
	Generating Urban Watershed Management Alternatives Using Evolutionary Algorithms
	Development of Discharge-Water Level Relationship for Low-Slope Tidal Streams Using Non-Parametric Data-Driven Models
	Design of Water Quality Monitoring Networks for River Systems
	Multireservoir System Optimization Using Multi-Objective Genetic Algorithms
	Bump Elimination Method of Training an Artificial Neural Network
	Simplifying the Parameterization of Real-Coded Evolutionary Algorithms
	Multiscale Island Injection Genetic Algorithm for Ground Water Remediation
	Artificial Intelligence Methods Applicability on Water Distribution Networks Calibration
	Water Distribution Network Calibration with Fuzzy Logic
	A Dynamic Meta-Model Approach to Genetic Algorithm Solution of a Risk-Based Groundwater Remediation Design Model
	Optimal Cost Potable Water Network Distribution Design with Genetic Algorithms
	Application of Genetic Algorithms for Calibration and Verification of QUAL2E Model
	Semi-Automatic Parameter Calibration of a Lagrangian Transport Model for NAPL Remediation by Means of a Hybrid Genetic Algorithm

	Flood Routing
	An Intensity Scale for Riverine Flooding
	Monitoring Hydraulic Roughness During Flow Process in Unstable Channels
	Muskingum-Cunge Revisited

	Meandering Rivers
	2-D Numerical Model for the Analysis of Mixing in the Meandering Stream
	Conceptual and Mathematical Model for Evolution of Meandering Rivers in Naturalization Processes
	Simulation of Meandering Channel Evolution with an Analytical Model

	Risk Assessment
	Evaluation of Scouring Reliability at Bridge Abutments
	Drought Frequency Analysis with a Hidden State Markov Model
	Risk Analysis Using Spatial Data in Flood Damage Reduction Studies
	Application of Point Estimate Methods to Modeling of Toxic Concentrations in the Niagara River


	Monitoring and Measuring Water Resources
	Acoustic Doppler Velocimeter Research
	New Methodology to Subtract Noise Effects from Turbulence Parameters Computed from ADV Velocity Signals
	Estimates of the Dissipation of Turbulent Kinetic Energy from Temperature Microstructure
	Experimental Evidence for Scaling Laws in Bubble Plumes
	Exploratory Study of the Influence of the Wake Produced by Acoustic Doppler Velocimeter Probes on the Water Velocities Within Measurement Volume
	Methodology for Estimating ADCP Measurement Uncertainty in Open-Channel Flows

	Emerging and Innovative Water Quality Monitoring Technology
	Implementing Advanced Early Warning Systems to Safe Guard Public Drinking Water
	Development of a Consortium for Water Security and Safety: Planning for an Early Warning System

	Estimating and Forecasting Precipitation and Flood Events
	NEXRAD Radar Rainfall: Meeting User Requirements for Design and Real-Time Hydrologic Applications
	Large River Real-Time Flood Forecasting System Based on Neural Network Model
	Hydrologic Prediction Accuracy Assessment Using Radar Rainfall

	Flow Measurement in Open Channels
	Application of Point-Estimation Method to Calculate Uncertainties in Discharges from Stage-Discharge Ratings
	Uncertainties in Discharges from Stations Where Rating Shifts are Utilized

	Flow Measurement with Canal Gates
	Avoiding Submergence Transition Zone for Radial Gates in Parallel
	Issues and Problems with Calibration of Canal Gates
	Submerged Radial Gate Calibration Using Historical Data to Improve Canal Automation Performance
	Effects of Uncertainties in Field-Measured Parameters on Discharge Rating at Gated Spillways

	Real Time Data Collection for Rainfall Runoff Events
	Real-Time Flow Monitoring in a Large Scale Water Management System
	A Real-Time Control Strategy for Operating the Milwaukee Metropolitan Sewerage District (MMSD) Conveyance and Storage System
	Real-Time Forecasting of River Flow for Water Supply Operation

	Stochastic Hydrology and Frequency Analysis
	Statistics of Recent Updates to NOAA/NWS Rainfall Frequency Atlases
	Operational Bayesian GLS Regression for Regional Hydrologic Analyses
	LP3 Quantile Estimators Using At-Site and Regional Information

	Stochastic Modeling and Simulation
	Joint Seasonal/Annual Hydrologic Frequency Analysis
	Reflections on Some Methods Used to Fit Statistical Distributions to Hydrological Data

	Uncertainty in Hydraulic Measurements
	Comparison of Estimates of Uncertainty of Discharge at US Geological Survey Index-Velocity Gages on the Chicago Sanitary and Ship Canal, Illinois
	Uncertainty and Sensitivity Analysis of Activated Sludge Model No.1 by Monte Carlo Simulation for Single CSTR with Universal Distribution Parameters


	Posters
	Poster Session
	A Digital Image CD-ROM and Website for Environmental and Water Resources Engineering Curricula and K-12 Education
	Activated Sludge Treatment and Anaerobic Digestion of Opium Alkaloid Factory
	Misconceptions about Unstirred SVI
	Frequency Analysis of Low Streamflow Characteristics Using Statistical Distributions
	Acoustic Doppler Velocimeters (ADV) Performance Curves (APCs) Sampling the Flow Turbulence
	Storm Event Monitoring in the Great Smoky Mountains National Park
	Performance Appraisal of Water Utilities Using DEA Approach
	Neural Networks Model for Analysis of Input Information Uncertainty in the Small Catchment
	Several Configurations and Aggregation Levels in Neural Networks for Water Distribution Networks Calibration
	Two-Dimensional Flood Modeling of the Santa Cruz River in Tucson, Arizona Using RMA2
	Maintaining Natural Conditions in Urban Arroyos: Is it Possible?
	Reconnecting the Eugene Delta Ponds to the Willamette River
	Flash Flood Guidance and Sediment Yield by a Typhoon, Korea
	A Framework of Water Quality Management to Maintain Sustainability and Simplify EIA
	Application to Reservoir Operation Rule-Curves
	Reservoir Water Quality Modeling in the Huntington District
	Optimizing Complex Plume Pump and Treat Systems for Blaine Naval Ammunition Depot, Nebraska
	Reuse Experience Indicates a Modification in Golf Course Practices
	Developing a Water Quality Control System for Material Circulation
	Wastewater Treatment Using Constructed Wetlands at Highway Rest Areas: A Demonstration Project at I-70 near Greenfield, IN
	Prediction of the Total Dissolved Gas Downstream of Spillways Using a Two-Phase Flow Model


	Quentin Martin Memorial Track on River Basin Management
	The Quentin Martin Memorial Track on River Basin Management
	Drought Definitions and Forecasts for Water Resources Management
	Optimal Fuzzy Decision Strategies for Reservoir Management
	Preparing for Extreme Droughts: Moving Beyond the Historical Planning Event in the Potomac Basin


	Sediments and Sediment Transport
	Erosion and Deposition of Fine Sediments
	Analysis of Flow Characteristics in an Annular Flume: Implications for Erosion and Deposition of Cohesive Sediments
	Application of RMA-2 Modeling for the Construction of Artificial Islands with Dredged Sediments to Enhance Aquatic and Terrestrial Habits
	Impacts of Boundary Condition on Unsteady Flow Modeling in Using the UNET Model

	Numerical Modeling of Sediment Transport Processes (Task Committee on Computation of Sediment Transport Processes)
	A Watershed Classification System Using Hierarchical Artificial Neural Networks for Diagnosing Watershed Impairment at Multiple Scales
	Depth-Averaged Modeling of Flows and Sediment Transport in Open-Channel with Submerged Vegetation
	Development and Validation of GSTARS-1D, A General Sediment Transport Model for Alluvial River Simulation – One Dimensional
	Three-Dimensional Numerical Simulation of Flow and Mass Transport in a Shallow Oxbow Lake
	Calculation of Flow and Sediment Transport in the Lower Yellow River Using CCHE2Dfvm Model


	Shared Vision Planning/Systems Dynamics Modeling
	Shared Vision Planning
	A Participatory Approach to Development of a Decision Support Tool
	Collaborative Models for Planning in the Mississippi Headwaters
	Collaborative Water Supply Planning: A Shared Vision Approach for the Rappahannock Basin in Virginia
	Role of Hydro-Morphological System Dynamics in Watershed
	Evaluation of Conservation Measures in the Upper San Pedro Basin
	Reallocation of Federal Multipurpose Reservoirs: Principles, Policy, and Practice

	Systems Dynamics Modeling
	Institutional Innovations for Coping with Severe and Sustained Drought in an International Basin
	Modeling Transboundary Systems
	System Dynamics Modeling and Valuation of Ecosystem Services


	Water and Waste Water Issues
	Pumping and Recharge Well Issues
	Can the Results of Modeling ASR Systems Answer Long-Term Viability Issues?
	A Strategy for Protection Drinking Water Resources and a R&D Project to Evaluate Threshold Values for the Oligotrophication Process of Lakes

	Water and Wastewater Management Issues
	Evaluation of Process Alternatives for City of Temple Terrace Design-Build Water Reclamation Facility
	A Generic Approach to Benchmarking of Water and Sanitation Utilities
	Fluidized Bed Incinerator Replacement at Lynn Regional Wastewater Treatment Facility

	Water Conservation
	Resolving World Water Crises Through Virtual Waterless Manufacturing
	Weekend Water Releases for Downstream Recreation

	Water Treatment Issues
	Amphiphilic Polyelectrolytes as Primary Flocculants/Coagulants in Water Treatment: Dynamic Light Scattering Study
	Coagu-Flocculation Mechanism and Experimental Study
	Purification Performance of a Composite Material with Zeolitic Tuff and Waste Cement Slurry
	Ozone Treatment of Acid Yellow 17 Dye
	Water Purification by a Combination of Sunlight, Titanium Dioxide, and Alum
	Disinfection Byproduct Precursor Removal Using Manganese-Oxide-Coated Media
	Fouling of Quartz Surfaces in Potable Water Ultraviolet Disinfection Systems: Effect of Phosphate Addition


	Water Resources Planning and Management
	Air Quality and Environmental Policy
	Ongoing Determinations for Applicability and Compliance for the Oil and Natural Gas MACT
	Reflections of a One-Time State Water Administrator
	The Southwestern U.S. Urban Storm Water Quality Assessment

	Air Quality Permitting and Management
	New Air Quality Requirements for Facilities with Boilers
	Ammonia Emissions from Poultry Operations in the State of Delaware: A Critical Review, Estimation, and Fate
	Relationship Between OVA Readings and Air Toxic Emissions from Soil Vapor Extraction Remediation Systems
	Air Permitting of Municipal Water and Wastewater Treatment Operations - An Overview

	Dam Safety
	Coal Mine Impoundment Safety
	Saluda Dam Remediation Project: Protecting the Community and the Environment
	Development of a Dynamic Stage-Discharge-Frequency (DSF) Relationship for Flood Retarding Structure System (FRS) Management

	Economic Engineering Analysis of Water and Environmental Systems
	Economic Engineering Modeling of Agricultural and Urban Water Use and Water Transfers with Stochastic Optimization
	Calibrating a Holistic Water Resources-Economic Model
	Power and Water Supply Development in New York and New Jersey
	Design and Development of Energy Efficient and Cost Effective Hybrid Wastewater Treatment System
	Reserve Funds versus Borrowing: The Effects on Customer Rates

	Environmental and Water Resources Engineering Education
	Incentives and Challenges in Graduate Education in Integrated Water Resources Management (IWRM)
	A Spreadsheet Replacement for Hardy-Cross Piping System Analysis in Undergraduate Hydraulics
	Company Course: An Innovated Way of Preparing Students for the “Real World”

	Indigenous Rights and Modern Water Management
	Using Moringa Oleifera for Water Treatment in Rural Communities in South East Nigeria

	International Transboundary Water Resources Management
	Why Worry About the Health of Transboundary Water Resources? Water Quality Management by Another Name

	Transboundary Aquifer Managemen
	Arable Lands Lost to Erosion Near Beijing, China: Restoration with Municipal Waste

	Water Policy
	Water Supply vs. the Environment: Finding the Appropriate Balance
	Water Supply Reliability: A Facilities Master Plan for the San Diego County Water Authority


	Water Resources Systems Analysis
	Environmental Water Resources Systems Analysis
	Parameter Estimation in Unconfined Costal Aquifers
	Evaluation of Regulatory Programs that Constrain Water Withdrawals Based on a Regulated Riparian Legal Foundation
	Using Environmental Tracers to Verify and Investigate Conceptual Models of Highly Localized Aquitard Leakage
	Model Reliability Analysis and Data Sufficiency Evaluation for Sustainable Groundwater Management in Semi-Arid Regions
	Water Supply Implications of Removing O'Shaughnessy Dam
	Reducing Water Supply Costs Through Regionalized Surface Water Systems and Transferable Groundwater Permits
	Effect of Optimization Problem Constraints on Pump and Treat Designs for Tooele Army Depot
	Basin-Specific Feasibility Studies: Overview of the Evaluation of Alternatives for the ECP Basins
	Data Envelopment Analysis (DEA) for Assessment of and Removal by Membrane Processes
	Hydraulic Surge Control in Pump Stations with Traveling Water Screens

	Planning Toolbox
	Practical Use of Computational Fluid Dynamic Models as a Design Tool - Limitations and Assumptions
	Innovative Model for Designing Low Impact Developments (LIFE™)
	Creating a Toolbox for Optimizing Basement Flooding Relief Alternatives

	Reservoir Operations and Analysis
	Optimal Operation of Reservoir Systems Considering the Water Quality: Application of Stochastic Sequential Genetic Algorithms
	Dover Reservoir Probable Maximum Storm Centering
	An Engineering Model for Wind-Induced Countercurrent Flow


	Watershed Analysis and Management
	Integrated Adaptive Watershed Management
	Lumped Models for Catchment Scale Modeling of Water Quantity and Quality
	The Development of Technology for Integrated Water Resources Management in Republic of Korea

	Protection and Restoration of Urban and Rural Streams
	A Feasibility Study on Bridge Scour Countermeasures
	The Impact of Flood Retarding Structures and Varying Climatic Conditions on Streamflow and Sediment Response for a Watershed in Southwestern Oklahoma
	Optimal Number and Location of BMPs for Stormwater Management
	California Floodplain Management Task Force

	Urban Hydrology
	Performance Data and Sampling Issues of a Stormwater Management StormFilter® in the State of Washington
	Low Impact Development and Bioretention Areas in Cold Climates
	An Innovative and Multi Faceted Approach to Reducing Urban Flooding
	Urban Storm Water Management: Understanding Past Flows to Prepare for Future Inundations

	Urban Hydrology – Hydraulics
	Condition Assessment of Utah Highway Culverts and Determination of Culvert Performance Measures
	A Numerical Model for Hydraulic Transients in Drainage Systems

	Urban Hydrology – Modeling
	NetSTORM - A Computer Program for Rainfall-Runoff Simulation and Precipitation Analysis
	Selection of a Representative Long-Term Period for Continuous Model Simulation

	Watershed Management and Restoration
	Evaluating Aquatic Habitat Quality Using Channel Morphology and Multiscale Modeling Techniques
	Effects of the Phosphorus Forms of the Watershed on the Speciation of Phytoplankton: A Case Study of the Two Subtropical Deep Reservoirs in Taiwan
	Examination of the Role of Physical Resolution and Scale on Sediment and Nutrient Yields
	Spatial Optimization of the Synoptic Sampling Network in the Great Smoky Mountains National Park
	Dealing with Change: Recreating Missouri River Backwater Habitat



	Ground Water Issues
	Conjunctive Management of Surface and Ground Water
	Conjunctive Use of Surface and Groundwater Resources: Application of Genetic Algorithms and Neural Networks
	Spatially Distributed Model of Interacting Surface and Groundwater Storages
	Mathematically Optimizing Water Management
	Assessing Ground Water and Surface Water Interaction Through Tracer Observation

	Ground Water Management Under Uncertainty
	Sustainable Groundwater Management: The Theory of a Game
	Robust Optimal Groundwater Remediation Design and Reuse Options
	Uncertainty Based Multi-Objective Optimization of Groundwater Remediation at the Umatilla Chemical Depot
	Multi-Objective Design of Natural Attenuation with Active Remediation Systems Under Uncertainty Using Genetic Algorithms

	Ground Water Modeling
	Using WASH123D to Design Spreader Canals for Water Management in Watersheds
	Using the Parallel WASH123D Code to Simulate Overland-Subsurface Interactions
	Groundwater Policy and Regulation at the Former Fort Ord: Regulatory Redundancies at the State and Local Levels
	Evaluation of Everglades Agricultural Area Storage Reservoirs Using Regional Modeling
	Improving Numerical Model Efficiency of an In-House Simulation Model
	A Generic Format for Multi-Dimensional Models

	Ground Water Monitoring
	Optimal Groundwater Contamination Monitoring Using Pumping Wells
	Multiobjective Long-Term Groundwater Monitoring Design: The Benefits of Biasing Search Towards Key Tradeoffs
	Evaluation of Geostatistics for Combined Hydrochemistry and Microbial Community Fingerprinting at a Waste Disposal Site
	Development of Ant Colony Optimization for Long-Term Groundwater Monitoring

	Probabilistic Ground Water Modeling
	Aquifer Characterization and Parameter Heterogeneity Estimation with a Coupled Zonation-Geostatistical Method and Natural Neighbors
	Optimizing LTM Networks: A Comparison of Approaches at Three Sites
	Predicting the Probability of Occurrence of Heavy Metals in Ground Water Using Ordinal Logistic Regression


	International Issues
	Basin Wide Issues
	Evaluation of Impacts on the Lower Indus River Basin Due to Upstream Water Storage and Diversion
	Integrated Environmental and Economic Development Planning: A Methodology with Case Study in North East Thailand
	Recovery of a Water Supply System as a Means to River Restoration
	Integrated Water Resource Management in Chile: To Be or Not To Be

	Changing and Conflicting Demands
	Community-Based Urban Safe Water Management in Semarang Indonesia
	Indigenous Rights and Modern Water Management in Chile

	China's Water Resources I – Overview
	Brief Introduction of South-to-North Water Transfer
	Water Resources Development and Management in Taiwan
	Application of Remote Sensing to Water Resources Management in Arid Regions of China
	Utilization of Water Resources and Water Right Management in Yellow River
	Situation of Water Resources Quality and Its Progress of Research in China
	Development and Utilization of Water Resources in Northern China
	Discussion on Compensation for Water Resources Restoration

	China's Water Resources II - Selected Topics
	Study of Aeration in the Water Flow over Stepped Spillway
	Pollution and Water Quality Evaluation for Tseng-Wen Reservoir
	The Application of Middleware Technology in Design of Flood Control Decision Support System
	Spatial Variability of Water Levels in River Network of the Pearl River Delta
	Primary Ecological Effect Analysis of Emergent Water Transportation in the Lower Reaches of Tarim River Based on Remote Sensing Technology

	From Oslo to Intifada: Water Development and the Palestinian-Israeli Conflict
	Transboundary Water Resources of the West Bank
	Will Palestinian Water Development be Possible?
	An Overview of the Two Seas Canal and Its Implication
	Development of Water Supply and Demand in Palestine

	International Water Quality Challenges
	Hydro-Ecological Situation in the Basin of the River Zaravshan in Uzbekistan
	Cost/Benefit Analysis of Oily Water Discharge Regulations in Egypt
	Flux and Bioavailability of Phosphorus in the Solute and Sediment Loads of the Brahmaputra River: Sustainable Management of a Key Resource
	A Strategy for Protection of Drinking Water Resources and a R&D Project to Evaluate Threshold Values for the Oligotrophication Process of Lakes

	International Water History
	NAFTA Ten Years Later – The Environmental Side Agreements

	Poverty and Irrigation
	Is the Irrigated Subsector of the Developing World Ready for the Shock Waves of Coming Globalization?
	The World's Poverty, Climate, Water Supply, Energy, and Risks
	Community Perceptions and Priorities for Managing Water and Environmental Resources in the River Njoro Watershed in Kenya

	Tools for Policy Evaluation
	Water Resources Management Policy Evaluation in the Brantas Basin, East Java, Indonesia
	Metrics for Sustainable Water Use
	Ecohydrologic Indicators for Rivers of Northern Taiwan


	River Restoration and Urban Streams
	Dynamic Systems and Sustainability
	Mississippi River - West Bay Sediment Diversion
	Stream Channel Restoration at Bridge Sites

	Ecohydraulics and Hydrodynamics
	Temperature Modeling with HEC - RAS
	Evaluating Flow Regime Management Using River 2D and ArcGIS
	Comparison of One- and Two-Dimensional Hydraulic Habitat Models for Simulation of Trout Stream Habitat
	Two-Dimensional Hydrodynamic Modeling of the Rio Grande to Support Fishery Habitat Investigations

	Geomorphic Relationships and Their Applicability to Stream Restoration Projects
	Merging River Mechanics and Fluvial Morphology for River Management
	Applicability of Geomorphological Procedures for River Restoration
	Evolution of Piedmont Floodplains and Stream Channels: Implication for Urban Stream Restoration

	Geomorphology
	Using Effective Discharge Analysis Methods and a Sediment Transport Reference Reach in the Design of an Urbanizing Sand-Gravel Channel
	Hydrologic Controls of Riparian Vegetation on the Geotechnical Stability of Streambanks: Experimental Results
	Developing a Bed-Sediment Protocol for Discriminating Between Reference and Impaired Conditions
	Meander Geometry Trends of Urbanized Beal Slough in Lincoln, Nebraska

	Integration of Hydrology, Geomorphology, and Ecology
	Fine Sediment Dynamics in Coarse-Grained Streams: Implications for Biological Productivity in Urbanized Western Streams
	Organic Carbon Concentrations in Hyporheic Zone Sediments: A Tool for Measuring Stream Integrity
	The Influence of Habitat Mosaics on Species Assemblage in a Channelized Midwestern Stream
	Assessment of Alternative Streamflow Augmentation Schemes for the Restoration of the Quinebaug River Watershed

	Issues in Urban Stream Restoration
	Restoring Form and Processes in Urban Streams: The State-of-the-Art
	Introducing Geomorphic Engineering into Standard Stormwater Designs in the Kansas City Metro Area
	Using Concepts of Work to Evaluate Hydromodification Impacts on Stream Channel Integrity and Effectiveness of Management Strategies
	The Status of Urban Stream Restoration in the United States
	Downstream Effects of Urbanization in Fountain Creek, Colorado
	Application of Normative Flow on Small Streams in Washington State – Hydrologic Perspective
	Analysis of Potential Dam Removal Impacts to Habitat, Flooding, and Channel Stability in the Carmel Valley, California
	Sediment Transport and Stream Behavior upon Dam Removal – A Primer

	Monitoring and Adaptive Management
	Regional Survey of Performance Monitoring of Stream Restoration Projects
	Learning from River Restoration Projects
	Form and Process Relationships in a Sand Channel as they Relate to the Bombing Run Remediation Site on Fort Bragg, NC

	Overview
	Impact of Urbanization on Sediment Budget of Peachtree Creek
	Ecosystem Goals, River Dynamics, and River Restoration Design

	Sediment Transport
	The Uses of Sediment Transport and Morphodynamic Modeling in Stream Restoration
	Sediment Transport in the Restoration of Gravel-Bed Rivers
	Initial Assessment for the Feasibility of Erodable Bank Models
	Erosional Narrowing after Dam Removal: Theory and Numerical Model
	Sediment and Phosphorus Loads from Streambank Erosion in Vermont, USA
	Sediment Transport in Some Eastern United States Streams

	Watershed Scale Assessment and Prioritization
	Development of Process-Based Assessment Protocols in the Kishwaukee River Basin, Illinois: Watershed Integration of Hydrology, Geomorphology, and Ecology
	The Practical Application of Fluvial Geomorphology in Watershed Master Planning
	Urban Hydrology Characteristics and their Influence on Urban Stream Restoration Technology
	St. Louis Metro East Region Sediment and Geomorphic Study


	Water Distribution Systems Analysis
	Evolutionary Computing
	Operational Optimization of WDS Based on Multiobjective Genetic Algorithms and Operational Extraction Rules Using Data Mining
	Self-Adaptive Penalty Cost for Optimal Design of Water Distribution Systems

	Hydraulic and Water Quality Management
	Water Quality Implication of Using SCADA Data Directly Within the Unified Hydraulic Solver
	Pilot Study of Greater Boston Drinking Water Quality Changes - Impacts of Ozonation and Distribution System
	General Regression Neural Networks for Modeling Disinfection Residual in Water Distribution Systems
	Optimal Selection of Rechlorinization Station in Water Distribution System by Optimization Techniques

	Network Model Calibration
	A New Versatile Technique for Hydraulic Models of Water Distribution Networks
	Application of Optimization Methods to Calibration of Water Distribution Systems
	Tracer Tests for Network Model Calibration

	Optimal Design and Control
	Pipeline Size Optimization
	Comparison of Two Approaches for the Least Cost Design of Water Distribution Systems Under Uncertain Demands
	Optimal Scheduling of Pumping and Chlorine Injections Under Unsteady Hydraulics
	A Metamodeling Approach to Water Distribution System Optimization

	Sensor Optimization for Water Quality Monitoring
	A Stochastic Early Warning Detection System Model for Drinking Water Distribution Systems Security
	A General Integer-Programming-Based Framework for Sensor Placement in Municipal Water Networks
	A Multiple-Objective Analysis of Sensor Placement Optimization in Water Networks
	Addressing Modeling Uncertainties in Sensor Placement for Community Water Systems

	Stochastic Water Demand Models
	Stochastic Analysis of Water Distribution Systems
	Stochastic Residential Water Demand Characterization
	Modeling Solute Transport in Distribution Networks with Variable Demand and Time Step Sizes
	Effect of Time Scale on PRP Random Flows in Pipe Network

	System Design and Analysis
	The Simultaneous Multi-Objective Optimization of Anytown Pipe Rehabilitation, Tank Sizing, Tank Siting, and Pump Operation Schedules
	Demand Modeling and Statistical Probability in a Regional Water Facilities Master Plan
	A GIS Based Pipeline Route Selection Process

	System Failures and Leakage
	Performance Assessment of Water Distribution Networks Based on Quality Parameters Using Head Driven Simulation Method
	Isolating Subsystems in a Water Distribution Network
	Physical Probabilistic Models to Estimate Failure Rates in PVC Pipe Networks

	System Vulnerability Assessment
	Delineation of Contamination Spread Potential over Extended Time Modeling
	Time Dependent Contamination Source Determination: A Network Subdomain Approach for Very Large Water Networks
	Threat Assessment of Water Supply Systems Using Markov Latent Effects Modeling
	Simulating Accidental Exposures to Deliberate Intrusions

	Transient Analysis and Leak Detection
	Future Trends Towards an Integrated Algorithm for Hydraulic Network Simulation in Steady, Transient, and Oscillatory Flow
	Effect of Skeletonization on Transient Analysis Results
	Field Tests for Leakage, Air Pocket, and Discrete Blockage Detection Using Inverse Transient Analysis in Water Distribution Pipes
	Detection and Location of a Partial Blockage in Pipeline Systems Using Damping of Fluid Transients

	Water Distribution Systems Analysis Posters
	Understanding the Hydraulics of Water Distribution System Leaks
	Identifying Dependencies in Input Data in Hydraulic Network Problems
	Implications of Over- and Under-Determined Networks in State Estimation
	Optimal Simultaneous Design and Operation of Multi-Quality Water Distribution Systems Under Unsteady Hydraulics
	Economic Viability of Gravity-Sustained Pipe-Flow Systems
	Detection and Location of a Partial Blockage in Pipeline Systems Using Damping of Fluid Transients
	Greedy Heuristic Methods for Locating Water Quality Sensors in Distribution Systems
	The Threat Ensemble Vulnerability Assessment (TEVA) Program for Drinking Water Distribution System Security

	Water Quality Models and Impacts
	Characterizing the Pipe Wall Demand for Free Chlorine in Metallic Pipes
	Simulation of Chlorine Decay in Drinking Water Distribution Systems
	Corrosion Control and Chloramination: Discolored Water and Nitrification
	Extensions to EPANET for Fate and Transport of Multiple Interacting Chemical or Biological Components



	Use of Continuous Recording Water-Quality Monitoring Equipment for Conducting Water-Distribution System Tracer Tests The Good the Bad and the Ugly
	Use of Fire Flow Tests in the Calibration of a Water Distribution System Model
	Using Continuous Monitors for Conducting Tracer Studies in Water Distribution Systems
	Water Distribution SYstem Analysis Field Studies Modeling and Management a reference guide for Utilities
	Cover
	Title Page
	Notice
	Foreword
	Table of Contents Overview
	Table of Contents
	List of Tables
	Table 1-1. Selected Rules and Regulations Dealing with Distribution Systems (Not Inclusive)
	Table 2-1. Available Hydraulic and Water Quality Network Modeling Software Packages
	Table 2-2. Example CFD Modeling Software Packages
	Table 2-3. Example Transient Modeling Software Packages
	Table 3-1. Tracer Characteristics (adapted from Teefy, 1996)
	Table 3-2. Equipment Costs
	Table 3-3. Representative Labor Hours for a Range of Studies
	Table 4-1 Calibration/Input Requirements for Water Quality Models
	Table 4-2 Draft Calibration Criteria for Modeling (based on ECAC, 1999)
	Table 5-1. Federal Distribution System Water Quality Monitoring Requirements
	Table 7-1. Master Operating Criteria Used to Develop Operating Schedules for the Historical WaterDistribution System, Dover Township Area, NJ (from Maslia et al., 2001)
	Table 7-2. Field Data Collected During Fire-Flow Test at Site H02

	List of Figures
	Chapter 1
	Figure 1-1. Water Treatment Process at the Miller Plant on the Ohio River (Adapted from: GCWW2005).
	Figure 1-2. Distribution System Interactions that Affect Water Quality (Adapted from: MSU, 2005).
	Figure 1-3. Total Number and Proportion of U.S. Waterborne Diseases Associated with WaterDistribution System Deficiencies.
	Figure 1-4. Evolution of Federal Drinking Water Regulations - Timeline.

	Chapter 2
	Figure 2-1. Simple Link-Node Representation of a Water Distribution System.
	Figure 2-2. A Flow Chart for Estimating Future Water Demand Based on Land-Use Methodology.
	Figure 2-3. EPANET Graphical Output Showing Flow and Pressure.
	Figure 2-4. Sample EPANET Time Series Plots of Flow, Pressure, and Tank Water Level.
	Figure 2-5. EPANET Sample Tabular Outputs (at time 10.00 hrs).
	Figure 2-6. Illustration of the Evolution of Hydraulic and Water Quality Models.
	Figure 2-7. Graphical Output from a CFD Model Showing Tracer Concentration in a Tank.
	Figure 2-8. A Large Physical Model of a Tank (Source: Bureau of Reclamation Laboratory).
	Figure 2-9. Graphical Output Based on 3-D Laser Induced Fluorescence with a Physical ScaleModel Showing Mixing in Tank (Source: Georgia Tech).
	Figure 2-10. Negative Pressure Transient Associated with a Power Outage.
	Figure 2-11a. Velocity Field at a Junction.
	Figure 2-11b. Tracer Concentration at a Junction.

	Chapter 3
	Figure 3-1. Flow Calibration Tube.
	Figure 3-2. Automated Monitoring Station.
	Figure 3-3. Tracer Injection Setup (Storage Tank, Calibration Tube and Feed Pump).

	Chapter 4
	Figure 4-1. Conceptual Representation of Calibration.
	Figure 4-2. Effects of the Initial Water Age on the Modeled Results.
	Figure 4-3. Schematic of Standard Two-Gage C-Factor Test Setup.
	Figure 4-4. Schematic of Parallel Hose C-Factor Test Setup.
	Figure 4-5. Fire-Flow Test Setup.
	Figure 4-6. A Hydrant Being Flowed with a Diffuser as Part of a Fire-Flow Test.
	Figure 4-7. Schematic Representation of Small-Suburban Dead-End System.
	Figure 4-8. Empirical Relationship Between Chloride and Conductivity.
	Figure 4-9. Sample Chloride Data Used at One Station for Calibration.
	Figure 4-10. Comparison of Model Versus Field Results for Continuous Monitor Location CM-18 atVarious Calibration Stages.
	Figure 4-11. Calibration of “Looped Portion.”
	Figure 4-12. Schematic Representation of Case 2 Study Location.
	Figure 4-13a. Modeled Flows Compared to Measured Flows Before Calibration.
	Figure 4-13b. Modeled Flows Compared to Measured Flows After Calibration.
	Figure 4-14a. Chloride Concentration for Calibration Event at Continuous Monitor Location CM-59.
	Figure 4-14b. Chloride Concentration for Validation Event at Continuous Monitor Location CM-59.

	Chapter 5
	Figure 5-1. Wastewater Injection: Free Chlorine and Associated Grab Sample Results.
	Figure 5-2. Theoretical Example of Benefits from Monitors.
	Figure 5-3. Pareto-Optimal Cost Effectiveness Diagram.
	Figure 5-4. Fort Reno #2 Remote Sampling System.
	Figure 5-5. WASA Remote Monitoring System Layout and Data Transmission Scheme.
	Figure 5-6. Monitoring Data for Fort Reno Tank.
	Figure 5-7. City of Tucson Water Quality Zone Map.
	Figure 5-8. Continuous Water Quality Monitoring Station.

	Chapter 6
	Figure 6-1. Mercator’s Map of the World in 1569 (Whitfield, 1994).
	Figure 6-2. Landsat Thematic Mapper™ Images of the Missouri River Floodplain Near Glasgow,Missouri. (USGS, 1993).
	Figure 6-3. Typical Inputs and Results of Current GIS Packages.
	Figure 6-4. Digital Terrain Model of Mount St. Helens after Eruption in 1980 (R. Horne, 2004).
	Figure 6-5. Map of Pressure Zone Showing Three Types of GIS Vector Data.
	Figure 6-6. Regional Land Cover Characterization as a Raster Database (USGS, 1992).
	Figure 6-7. Triangulation of Elevation (Z) Data.
	Figure 6-8a. Typical Representation of a Pipe Section in GIS
	Figure 6-8b. Typical Representation of a Pipe Section in a Network Model.
	Figure 6-9. LVVWD Distribution System Growth.
	Figure 6-10. Conceptual Relationship Model for Integration.
	Figure 6-11. One-to-One Relationship Between GIS and Network Modeling Data.
	Figure 6-12. Pressure Complaint Resolution – GIS Parcel/Account Search Window.
	Figure 6-13. Pressure Complaint Resolution – Parcel and Hydrant Location.
	Figure 6-14. Pressure Complaint Resolution – Model and Field Pressure Comparison.
	Figure 6-15. Water Main Break Analysis – Valve Isolation.
	Figure 6-16. Water Main Break Analysis – Impacted Customer List.
	Figure 6-17. Water Main Break Analysis – Comparison of Junction Pressures - Before and AfterShutdown.
	Figure 6-18. GIS Geo-coding - Metered Sales Demand Allocation Procedure.

	Chapter 7
	Figure 7-1. Comparison of Early Confirmed Cases of Salmonella Positive Sample Versus theEstimated Distribution of Tank Water During the First 6 Hours of the Flushing Program.
	Figure 7-2. Investigation Area, Dover Township, Ocean County, NJ (modified from Maslia et al.,2001).
	Figure 7-3. Distribution System Zones – Woburn, MA (May 1969).
	Figure 7-4. Three-Dimensional Representation of Monthly Production of Water, Dover TownshipArea, NJ (from Maslia et al., 2001).
	Figure 7-5. Areal Distribution of Simulated Proportionate Contribution of Water from the ParkwayWells (22, 23, 24, 26, 28, 29) to Locations in the Dover Township Area, NJ, July 1988Conditions (from Maslia et al., 2001).
	Figure 7-6. Simulated Proportionate Contribution of Water from Wells and Well Fields to SelectedLocations, Dover Township Area, NJ, July 1988 Conditions (from Maslia et al., 2001).
	Figure 7-7. Estimated Upper 97.5 Percent Credibility Limit for Annual Perchlorate Intake by OnePlaintiff (Grayman, 2004).
	Figure 7-8. Average Water Age in the Distribution System Over Last 24 Hours of a 2-WeekSimulation.
	Figure 7-9. Minimum Water Age in the Distribution System Over Last 24 Hours of a 2-WeekSimulation.
	Figure 7-10. Diurnal Water Age at Node J-456.
	Figure 7-11. Minimum Chlorine Residual in Distribution System Over Last 24 Hours of a 2-WeekSimulation.
	Figure 7-12. Zones Representing Potential Monitoring Locations for IDSE Based on Modeling.
	Figure 7-13. Water Distribution System Characteristics.
	Figure 7-14. Allowable Contaminant Introduction Locations.
	Figure 7-15. Contaminant Concentration Just Downstream of Contaminant Introduction Location(Node 121).
	Figure 7-16. Contaminant Concentration Far Downstream of Contaminant Introduction Location(Node 143).
	Figure 7-17. Monitoring Locations Selected by the Optimization Model.
	Figure 7-18. Hypothetical Water Distribution System Showing Pipelines.
	Figure 7-19. Conceptual Diagram Showing the Ranking and Prioritization Methodology.
	Figure 7-20. Hypothetical System Showing High Score Areas (>27) Overlain with Hospitals andSchools.
	Figure 7-21. Display of Low-Velocity Pipes, Oversized Pipes, and Current Monitoring Stations Usingthe Spatial Database Display Tool.
	Figure 7-22. Threat Ensemble Vulnerability Assessment Framework.
	Figure 7-23. Comparison of 24-Hour, 48-Hour, and Real-Time, Continuous ContaminationMonitoring Systems for the Reduction in Mean Infections for a 24-Hour ContaminantAttack.
	Figure 7-24. Comparison of 24-Hour, 48-Hour, and Real-Time, Continuous ContaminationMonitoring Systems for the Reduction in the Maximum Number of Infections for a 24-Hour Contaminant Attack.
	Figure 7-25. Water Distribution Systems Serving U.S. Marine Corps Base, Camp Lejeune, NC.
	Figure 7-26. Continuous Recording Pressure Logger Mounted on Brass Shutoff Valve and HydrantAdapter Cap Used for Fire-Flow and C-Factor Tests.
	Figure 7-27. Location of Fire Hydrants Used in Fire-Flow Test at Site H02.
	Figure 7-28. Horiba W-23XD Dual Probe Ion Detector Inside Flow Cell.
	Figure 7-29. Arrival Times of the Calcium Chloride Tracer at Monitoring Locations in Hadnot PointWTP Area, May 25, 2004.


	Acronyms and Abbreviations
	Acknowledgments
	1.0 Introduction
	1.1 Distribution System - Infrastructure Design and Operation
	1.1.1 Key Infrastructure Components
	1.1.1.1 Storage Tanks/Reservoirs
	1.1.1.2 Pipe Network
	1.1.1.3 Valves
	1.1.1.4 Pumps
	1.1.1.5 Hydrants and Other Appurtenances

	1.1.2 Basic Design and Operation Philosophy
	1.1.2.1 Pipe-Network Configurations
	1.1.2.2 Multiple Source Configuration
	1.1.2.3 Impact of System Design and Operation on Water Quality


	1.2 Water Quality Problems and Issues
	1.3 Regulatory Framework
	1.4 Assessment and Management of Water Quality
	1.5 Advanced Tools for Water Quality Manag
	1.6 Report Organization
	1.7 Summary
	References

	2.0 Modeling Water Quality in Drinking Water Distribution Systems
	2.1 Distribution System Network Hydraulic Modeling
	2.1.1 History of Hydraulic Modeling
	2.1.2 Overview of Theoretical Concepts
	2.1.3 Basic Hydraulic Model Input Characterization
	2.1.3.1 Pipe Network Inputs
	2.1.3.2 Water Demand Inputs
	2.1.3.3 Topographical Inputs
	2.1.3.4 Model Control Inputs
	2.1.3.5 Extended Period Simulation (EPS) Solution Parameters

	2.1.4 General Criteria for Model Selection and Application
	2.1.4.1 Developing a Basic Network Model
	2.1.4.2 Model Calibration and Validation
	2.1.4.3 Establishing Objectives and Model Application
	2.1.4.4 Analysis and Display of Results


	2.2 Modeling Water Quality In Distribution System Networks
	2.2.1 History of Water Quality Modeling
	2.2.2 Theoretical Concepts for Water Quality Modeling
	2.2.3 Water Quality Model Inputs and Application

	2.3 Hydraulic and Water Quality Modeling Software
	2.3.1 EPANET Software
	2.3.2 Commercial Hydraulic-Water Quality Modeling Software

	2.4 Additional Modeling Tools
	2.4.1 Storage Modeling Tools
	2.4.1.1 CFD Models
	2.4.1.2 Compartment Models
	2.4.1.3 Physical Scale Models

	2.4.2 Transient Analysis Software
	2.4.3 Optimization Tools
	2.4.3.1 Optimizing Calibration
	2.4.3.2 Design Optimization
	2.4.3.3 Optimization of Operation

	2.4.4 Probabilistic Models

	2.5 Summary and Conclusions
	References

	3.0 Tracer Studies for Distribution System Evaluation
	3.1 Planning and Designing a Distribution System Tracer Study
	3.1.1 Establishing Study Objectives and Time-Line
	3.1.2 Forming a Study Team
	3.1.3 Defining Study Area Characteristics
	3.1.4 Selecting Tracer Material
	3.1.4.1 Fluoride
	3.1.4.2 Calcium Chloride
	3.1.4.3 Sodium Chloride
	3.1.4.4 Other Chemicals That May be Added as Tracers
	3.1.4.5 Naturally or Normally Occurring Tracers
	3.1.4.6 Comparison of Tracers

	3.1.5 Selecting Field Equipment and Procedures
	3.1.5.1 Injection Pump(s)
	3.1.5.2 Tracer Storage and Dosage Rate Measurement
	3.1.5.3 Distribution System Flow Rate Measurement
	3.1.5.4 Field Measurement of Tracer Concentration

	3.1.6 Developing a Detailed Study Design
	3.1.7 Addressing Agency and Public Notification

	3.2 Executing a Tracer Study
	3.2.1 Procurement, Setup, Testing and Disinfection of Study Equipment
	3.2.2 Installation of Field Equipment and Testing
	3.2.3 Tracer Dosage and Injection Duration Calculations
	3.2.4 Dry Runs and Planned Tracer Injection Event(s)
	3.2.5 Real Time Field Assessments, Sampling, and Analysis
	3.2.6 Equipment De-Mobilization, Initiation of Data Collection, Reduction, and VerificationProcess

	3.3 Tracer Study Costs
	3.4 Summary, Conclusions and Recommendations
	References

	4.0 Calibration of Distribution System Models
	4.1 Hydraulic and Water Quality Model Calibration
	4.1.1 Hydraulic Model Calibration
	4.1.2 Water Quality Model Calibration

	4.2 Static Calibration and Dynamic Calibration
	4.2.1 Steady-State Calibration Methods
	4.2.1.1 C-Factor Tests
	4.2.1.2 Fire-Flow Tests
	4.2.1.3 Chlorine Decay Tests

	4.2.2 Dynamic Calibration Methods

	4.3 Manual Calibration and Automated Calibration
	4.4 Case Studies
	4.4.1 Case 1 - Small-Suburban, Dead-End System
	4.4.2 Case 2 - Large-Suburban Pressure Zone

	4.5 Future of Model Calibration
	4.5.1 Calibration Standards
	4.5.2 Technological Advances

	4.6 Summary and Conclusions
	References

	5.0 Monitoring Distribution System Water Quality
	5.1 Establishing Monitoring Objective(s)
	5.1.1 Regulatory Driven Monitoring
	5.1.2 Security Related Monitoring
	5.1.3 Process Control-Related Monitoring
	5.1.4 Water Quality Characterization
	5.1.5 Multi-Purpose Use of Monitoring Data

	5.2 Monitoring Techniques
	5.2.1 Manual Grab Sampling
	5.2.2 Automated/Online Monitoring

	5.3 Monitoring Equipment Overview
	5.3.1 Physical Monitors
	5.3.2 Chemical Monitors
	5.3.3 Biological Monitors

	5.4 Establishing Monitoring Requirements
	5.4.1 Monitoring Parameters
	5.4.2 Number and Location of Monitors
	5.4.2.1 Number of Monitors
	5.4.2.2 Optimal Monitor Locations

	5.4.3 Monitor Characteristics
	5.4.4 Amenability to Remote Monitoring and SCADA Integration
	5.4.4.1 Online Sampling/Control Devices
	5.4.4.2 SCADA or Remote Monitoring Network
	5.4.4.3 Field Wiring and Communication Media


	5.5 Engineering and Evaluating a Remote Monitoring System
	5.5.1 Remote Monitoring System Evaluation

	5.6 Monitoring Case Studies
	5.6.1 Rural Community Application
	5.6.2 Washington D.C. Remote Monitoring Network
	5.6.3 Tucson Water Monitoring Network

	5.7 Summary and Conclusions
	References

	6.0 Geospatial Technology for Water Distribution Systems
	6.1 History of Geospatial Data Management
	6.1.1 Mapping, Surveying, and Remote Sensing
	6.1.2 CADD
	6.1.3 GIS
	6.1.4 DEMs
	6.1.5 Database Management Systems
	6.1.6 Facility Management

	6.2 GIS Principles
	6.2.1 GIS Features
	6.2.2 Topology
	6.2.3 Map Projections, Datum, and Coordinate Systems
	6.2.4 GIS Database Design
	6.2.5 Management of GIS

	6.3 Geospatial Data Management in the Water Industry
	6.3.1 CADD
	6.3.2 GIS
	6.3.3 CIS
	6.3.4 SCADA
	6.3.5 LIMS
	6.3.6 Support Technology

	6.4 Integration of Geospatial Data Management and Modeling
	6.4.1 Model Integration Taxonomy
	6.4.2 Issues in Integrating GIS and Water Distribution System Models

	6.5 Use of GIS in Water Utilities - Case Studies
	6.5.1 Use of GIS at LVVWD
	6.5.1.1 Pressure Complaint Resolution
	6.5.1.2 Water Main Break Analysis

	6.5.2 Geo-coding for Demand Forecasting and Allocation at Denver Water

	6.6 Summary
	References

	7.0 Real-World Applications – Planning, Analysis, and Modeling Case Studies
	7.1 Analysis of Waterborne Outbreak – Gideon, Missouri
	7.1.1 Gideon Case Study Overview
	7.1.2 The Gideon Water System Setup
	7.1.3 EPA Field Study
	7.1.4 Distribution System Evaluation
	7.1.5 Case Study Summary and Conclusions

	7.2 Reconstructing Historical Contamination Events - Dover Township (Toms River), NJ
	7.2.1 Case Study Overview
	7.2.2 Overall Modeling Approach
	7.2.3 Simulation Techniques
	7.2.4 Simulation Results and Conclusions

	7.3 Application of Water Distribution System Modeling in Support of a Regulatory Requirement
	7.3.1 IDSE Requirements Overview
	7.3.2 Example Application of Modeling in the IDSE Process

	7.4 Use of Water Distribution System Models in the Placement of Monitors to Detect IntentionalContamination
	7.4.1 Red Team-Blue Team Exercise
	7.4.2 Application of Optimization Model
	7.4.3 Case Summary

	7.5 Case Study – Use of PipelineNet Model
	7.5.1 Overview
	7.5.2 Model Calibration
	7.5.3 Monitoring Site Location Methodology
	7.5.4 Response and Mitigation Tools
	7.5.4.1 Consequence Assessment Tool
	7.5.4.2 Isolation Tool
	7.5.4.3 Spatial Database Display Tool

	7.5.5 Case Summary

	7.6 Use of Threat Ensemble Vulnerability Assessment (TEVA) Program for Drinking WaterDistribution System Security
	7.6.1 TEVA Overview
	7.6.1.1 Stochastic Modeling
	7.6.1.2 Impact Analysis
	7.6.1.3 Threat Mitigation Analysis

	7.6.2 Application of TEVA to a Water Distribution System for Optimal Monitoring
	7.6.2.1 Simulation Overview
	7.6.2.2 TEVA Analysis Approach
	7.6.2.3 TEVA Analysis Results

	7.6.3 Case Summary

	7.7 Field Testing of Water-Distribution Systems in Support of an Epidemiologic Study
	7.7.1 Case Study Overview
	7.7.2 Field Work
	7.7.2.1 C-Factor and Fire-Flow Tests
	7.7.2.2 Tracer Test and Continuous Measurements

	7.7.3 Additional Test Procedures
	7.7.4 Case Study Summary

	7.8 Chapter Summary
	References





